
Duan JW, Chen YH, Liu T et al. Mining intention-related products on online Q&A community. JOURNAL OF COM-

PUTER SCIENCE AND TECHNOLOGY 30(5): 1054–1062 Sept. 2015. DOI 10.1007/s11390-015-1581-7

Mining Intention-Related Products on Online Q&A Community

Jun-Wen Duan (ãd©), Yi-Heng Chen (�Àð), Member, CCF

Ting Liu ∗ (4 Í), Senior Member, CCF, ACM, and Xiao Ding (¶ �), Member, CCF

School of Computer Science and Technology, Harbin Institute of Technology, Harbin 150001, China

E-mail: {jwduan, yhchen, tliu, xding}@ir.hit.edu.cn

Received November 17, 2014; revised July 9, 2015.

Abstract User generated content on social media has attracted much attention from service/product providers, as it

contains plenty of potential commercial opportunities. However, previous work mainly focuses on user consumption intention

(CI) identification, and little effort has been spent to mine intention-related products. In this paper, focusing on the Baby &

Child Care domain, we propose a novel approach to mine intention-related products on online question and answer (Q&A)

community. Making use of the question-answering pairs as data source, we first automatically extract candidate products

based on dependency parser. And then by means of the collocation extraction model, we identify the real intention-related

products from the candidate set. The experimental results on our carefully constructed evaluation dataset show that our

approach achieves better performance than two natural baseline methods.
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1 Introduction

People are used to conveying their needs and de-

sires on social media platform, which appeals to ser-

vice/product providers. Previous work[1-4] mainly fo-

cuses on the consumption intention (CI) identification

from user generated content, and little effort has been

spent to mine intention-related products, possibly for

the following reasons.

• Constructing an intention-related product data-

base requires a lot of domain-specific knowledge (e.g.,

medical care).

• It would be both time and labor consuming, and

nearly impossible to cover all related products.

However, mining appropriate products to satisfy

users’ intention is an important and challenging prob-

lem for product providers[3].

The development of online Q&A (question and an-

swer) community offers new opportunities for solving

this problem. Famous communities, such as Yahoo!

Answers and Baidu Zhidao, have accumulated millions

of user-generated question-answering pairs[5], which

can serve as a crowdsourcing knowledge database.

Example 1.

Q: My baby is calcium deficient. What can I do?

A: Try some calcium supplement.

Example 1 shows a real post on Q&A community.

In this paper, our goal is to identify intention-related

product “calcium supplement” to satisfy the user’s in-

tention “calcium deficient”. Then when similar user

intentions are detected, we can recommend “calcium

supplement” to him/her immediately.

The problem is new and important, and there are

two main challenging problems.

• Social media text is extremely noisy[6], so how to

extract products from the text accurately?

• How to rank candidate products and recommend

the most intention-related products to users?

To address above challenges, in this paper, we pro-

pose a framework to automatically mine intention-

related products. First, we assume that intention key-
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words are available because they can be extracted by

previous work[4]. Second, we collect question-answering

pairs that contain intention keywords from online Q&A

community. Third, we extract candidate intention-

related products based on some heuristic rules. Fourth,

we rank these candidate intention-related products

based on a novel collocation extraction model. We care-

fully construct an evaluation dataset and present our

observations. The experimental results show that our

approach achieves better performance than two base-

line methods, i.e., Co-occurrence and BM25.

The major contributions of our work are as follows.

• We make an attempt to mine knowledge from on-

line Q&A community for commercial purpose, which

will benefit service/product providers.

• We first propose the task of intention-related pro-

ducts identification. Our proposed approach achieves

better performance than baseline methods.

• We carefully construct an intention-related pro-

duct dataset in Baby & Child Care domain based on on-

line Q&A community question-answering pairs, which

can put forward related research.

This paper is organized as follows. We define the

problem in Section 2. Our intention-related product

mining approach is presented in Section 3. Data and

our observations are in Section 4. Experimental setup

and details are presented in Section 5. There, we also

analyze the result. We then review the related ap-

proaches in Section 6. And finally in Section 7, we

conclude our work and outlook possible future work.

2 Problem Statement

Intention Keyword. According to Hollerit et al.[4],

consumption intention(CI) is the intention explicitly or

implicitly expressed by consumers to buy something.

Hence, an intention keyword is a single word or a phrase

that can indicate users’ CI most. A user post with CI

at least contains one intention keyword.

Example 2. Recommend me a feeding bottle?

Example 2 shows a real post with intention keyword

“feeding bottle”, because the user may move forward to

buy a feeding bottle.

Intention-Related Products. Intention-related pro-

ducts are the products that can satisfy the user’s spe-

cific intentions. For example, to intention keyword “cal-

cium deficient”, “calcium supplement” is an intention-

related product. However, although “glove” is a pro-

duct, it cannot satisfy the intention “calcium deficient”.

Hence, it is intention-unrelated. It is noteworthy that

the product here can be either a specific product or a

category of products.

In this paper, we only focus on intention-related

products mining in a specific domain (Baby & Child

Care domain) for the following reasons.

• The intention in this domain is common and ur-

gent, so we can collect enough data.

• It does not require too much domain-specific

knowledge, so it would be easy to evaluate.

3 Approach

As demonstrated in Fig.1, our approach consists of

three steps. First, we collect user CI. Second, we ex-

tract candidate product names based on dependency

parser. Third, we identify intention-related products.

The details of each component are introduced as fol-

lows.

Intention
Keyword

Q&A
Pairs

Database

Candidate
Product
Extraction

Intention-Related
Product
Indentification

Fig.1. Process of our proposed approach.

3.1 Candidate Product Extraction

Given an intention keyword k, we collect the

question-answering pairs with intention keyword k in

the questions.

We adopt the pattern-based method introduced by

Hollerit et al.[4] to extract all possible products pre-

sented in the answers. Patterns are constructed based

on our observations on how people recommend related

products in the answers. Table 1 shows some patterns

we use in our method. Via pattern-based method, we

are able to take answers that may include candidate

products.

Table 1. Illustrative Patterns and Their Samples in

Candidate Product Extraction

Pattern SampleÁÁ(try) Ǒ�oØÁÁ�#�E´?

Why not try milk bottle by Pigeon?ï(buy) ·ï�´åg����k�.

I bought diapers by Mamy Poko.í�(suggest) ·í�5g�I�SI NAÈ7.

I suggest puzzle blocks from German SINA.
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We further apply semantic analysis to the answers

based on LTP[7] (Language Technology Platform). The

dependency relations we make use of are VOB (verb-

object), COO (coordinate), and SBV (subject-verb).

By analyzing the features of each relation, we can eas-

ily obtain the products inside them. Table 2 demon-

strates a sample for each dependency relation. Taking

VOB (verb-object) relation for example, there is a VOB

arc between the pattern “use” and the noun “pacifier”.

Hence, we extract “pacifier” as a candidate product.

Table 2. Dependency Relation and Sample

Dependency Relation Sample

VOB (verb-object)

COO (coordinate)

SBV (subject-verb)

3.2 Intention-Related Product Identification

We have obtained a dataset containing the intention

keywords and their candidate products. We view the

intention-related product identification task as a collo-

cation evaluation problem. An intention keyword and

a product forming a collocation means that the inten-

tion keyword has once appeared in the question and

the product has been extracted from its corresponding

answer. Note that we may extract the same product

from an answer for multi times; however, it would be

only taken into account for once. An intention keyword

may collocate with many products, and a product may

collocate with many intention keywords as well. A pro-

duct with higher collocation probability to the inten-

tion keyword is more likely to be the intention-related

product. Thus we can make use of the method intro-

duced by Liu et al.[8] to deal with intention-related pro-

duct identification. Based on the extraction result, we

can easily figure out the frequency that intention key-

word ki collocates with candidate product pj , denoted

as freq(ki, pj). Similarly, we estimate the probability

that ki collocates with pj using (1). The probability

that pj collocates with ki is calculated using (2). The

average collocation probability of product pj to inten-

tion keyword ki is calculated using (3).

p(pj |ki) =
freq(ki, pj)

freq(ki)
, (1)

p(ki|pj) =
freq(ki, pj)

freq(pj)
, (2)

p̄(ki, pj) =
p(ki|pj) + p(pj |ki)

2
, (3)

p̄(ki, pj) =
p(ki|pj) + p(pj |ki)

2
× e

−b
log(freq(ki ,pj))+1 . (4)

However, in the experiment, we notice that colloca-

tions with low frequency may achieve a high colloca-

tion probability under circumstance that product pj is

infrequent. In order to penalize the collocations with

low frequency, we add a penalization factor. The final

intention-relatedness score is calculated by (4), where b

is a constant parameter. According to the central-limit

theorem[9], sample set size larger than 30 is sufficiently

large; thus, we set b = 5.9.

4 Data and Observations

As the task is first proposed by us, there is no

dataset available for evaluation. In this section, we first

introduce how we construct our experiment and evalua-

tion dataset. We then present our observations over the

dataset.

4.1 Data Collection

We carefully pick three most famous Baby & Child

Care websites in China, namely Taobao Wenda 1○,

BabyTree 2○ and Sina Baby & Child Care Q&A 3○. We

crawl the question-answering pairs from above three

websites, and obtain more than 700 thousand pairs,

which almost cover all aspects of Baby & Child Care.

Intention Keyword Set. We first randomly choose

4 000 questions from the question-answering dataset.

We manually annotate the intention keywords and ob-

tain 1 380 questions with intention keywords. There re-

main 245 after removing the duplicated ones. We then

1○http://baobao.wenda.taobao.com, July 2015.
2○http://www.babytree.com, July 2015.
3○http://ask.baby.sina.com.cn, July 2015.



Jun-Wen Duan et al.: Mining Intention-Related Products on Online Q&A Community 1057

randomly pick 30 intention keywords and they make

up the intention keyword set. Following lists eight in-

tention keywords in our set: �ß (molar), ÀE (mix

milk powder), �Ó (disinfect), ¯� (eat hands), B�
(constipation), "W (calcium deficient), ÆÚ (learn to

walk), and �z (pillow baldness).

Intention-Related Product Standard Set. We ask two

annotators to annotate each candidate product as re-

lated and unrelated to a given intention keyword. The

agreement between annotators is measured using Co-

hen’s Kappa Coefficient[10].

We only keep the candidate products that both

annotators judged as intention-related. Due to space

limit, we do not present the annotation guidelines here.

We obtain the highest Kappa = 0.86 and the lowest

Kappa = 0.78, which is substantial. As a result, we

construct an intention-related product gold set. Table 3

lists part of intention-related products to intention key-

word “disinfection”.

Table 3. Part of Intention-Related Products to Intention

Keyword “Disinfection”

Intention Keyword Related Product

Disinfection (�ÓJ) Pressure cooker (pØG)

Alcohol (Ë°)

Disinfectant (�ÓJ)

Disinfection cabinet (�Ó�)

Disinfectant soap (�ÓF)

4.2 Observations

Table 4 shows the statistics of our constructed

dataset. From the table, we find that intention-related

products only account for less than 10 percent in all

candidate products extracted.

Table 4. Statistics of Constructed Dataset

Intention keywords 30.0

Average candidate products per intention keyword 345.7

Average intention-related products per intention keyword 33.3

The remaining 90 percent are made up of extraction

errors and intention-unrelated products. Hence, we fur-

ther apply the intention-related product identification

algorithm.

We further characterize the distribution of inten-

tion keywords and intention-related products. Fig.2

presents the distribution of intention keywords on our

dataset.
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Fig.2. Distribution of intention keywords on our dataset.

We find that a majority of intention keywords have a

high frequency (occurred more than 500 times in ques-

tions); this is the foundation of our candidate product

extraction. Fig.3 shows the distribution of intention-

related products. As shown in Fig.3, we notice most

intention keywords have more than 20 related products,

which ensures the diversity of products could be recom-

mended.
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Fig.3. Distribution of intention-related products on our dataset.
56% intention keywords have more than 20 related products.

Does more frequent occurrence of an intention key-

word in questions lead to more related products? Fig.4

shows the relation between the occurrence frequency

of an intention keyword and the amount of its related

products.

The number of intention-related products varies

among intention keywords. But the general trend is

that the number of intention-related products correlates

with the number of candidate products. Some intention
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keywords have more intention-related products. That

could explain why we observe several peaks in Fig.4.

In summary, with more candidate products at hand,

we can cover more related products.
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Fig.4. Relation between the occurrence frequency of an inten-
tion keyword and the amount of its related products.

5 Experiments and Analysis

5.1 Baseline Methods

To evaluate the effectiveness of our proposed ap-

proach, we compare it with the following two baseline

methods.

• Co-Occurrence. To evaluate the intention-

relatedness, the first method we may come up with is

the co-occurrence based one. The more often a candi-

date product co-occurs with the intention keyword, the

more likely it is an intention-related product. Here co-

occurrence means the intention keyword appears in the

question, while the candidate product is in its answer.

The co-occurrence score is calculated using (5).

SCORE(ki, pj) = freq(ki, pj). (5)

• BM25. BM25[11] is a classical approach in infor-

mation retrieval. The model leverages term frequency

to measure the relevance between a given query and

a document. We slightly change the model to fit our

problem. We use the changed model to calculate the

relevance between an intention keyword and a candi-

date product. The BM25 is calculated using (6). IDF

is short for inverse document frequency, which is cal-

culated using (7). In (7), N is the number of Q&A

pairs and Npj
is the occurrence frequency of product

pj . f(ki, pj) is calculated using (8), where freq(ki, pj)

is the co-occurrence frequency of intention keyword ki

and candidate product pj . b1 ∈ [1.2, 2.0] is a free pa-

rameter. We have tuned the parameter and set it to

1.25.

SCORE(ki, pj) = IDF (pi)×
f(ki, pj)× (b1 + 1)

b1
, (6)

IDF (pj) = log
N −Npj

Npj

, (7)

f(ki, pj) =
freq(ki, pj)

freq(ki)
. (8)

5.2 Evaluation Metrics

We adopt two evaluation metrics, namely R-

precision ((9)) and WARP (weighted average R-

precision) ((10)), to measure the performance.

R-precision measures the precision in top R ranked

candidate products, or in another word, the number

of candidate products that are related to the inten-

tion keyword ki in top R. Because our data is highly

skewed, some of the intention keywords are much more

frequent than the others. As a result, these intention

keywords will have more candidate products. There-

fore, we use WARP, which takes frequency information

into account, to calculate average R-precision.

R-precision

=
number of related products to ki in top R

R
, (9)

WARP

=
∑ freq(ki)×R-precision(ki)∑

freq(ki)
. (10)

5.3 Comparison of Results

Fig.5 shows the WARP of our method and the base-

line methods. We can find that our method achieves

more than 20% improvement compared with the better

baseline method. With a maximum WARP of 63.3%,

our method could meet the requirement of application.

Table 5 demonstrates top R precision of MWA and

baseline methods on two randomly picked intention

keywords. We can find that MWA generally outper-

forms the two baselines, and the superiority becomes

even more obvious as R grows. We also notice that P@5

of MWA on “diarrhea” is zero, even worse than BM25.

We review the dataset and find that the low frequency

of candidate products of “diarrhea” may contribute to

the worse performance of MWA at top 5.
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Table 5. Performance of MWA and Baseline Methods on Intention Keywords “Calcium Deficient” and “Diarrhea”

Keyword Method P@5 P@10 P@15 P@20 P@25 P@30"W (calcium deficiency) MWA 0.80 0.80 0.73 0.70 0.68 0.63

BM25 0.60 0.70 0.53 0.50 0.40 0.37

Co-occurrence 0.60 0.60 0.47 0.40 0.40 0.33.D (diarrhea) MWA 0.00 0.30 0.27 0.25 0.24 0.30

BM25 0.20 0.20 0.20 0.15 0.16 0.20

Co-occurrence 0.00 0.10 0.13 0.20 0.20 0.20
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Fig.5. Overall performance of MWA and baseline methods on
our dataset.

We notice that the extracted candidate products

contain a lot of noise. Simply considering co-occurrence

information could not get rid of the noise. Thus in-

stead of focusing on the frequency, we take both the

specificity a product to an intention keyword and the

specificity an intention keyword to a product into con-

sideration.

We also notice that the BM25-based method is not

much better than the occurrence-based one. That is

because candidate products in top R have similar fre-

quency so that it is difficult to tell intention-related ones

from intention-unrelated ones.

5.4 Case Study

We study how our method and baseline methods

perform and present a case study here. We select

“calcium deficient” as our intention keyword. Table 6

lists the top 5 products retrieved by each method, and

intention-related ones are in bold. In this case, our

method obtains more intention-related products with

less noise than the other two.

5.5 Error Analysis

To have a clear understanding of the shortcomings

of our proposed method, we manually inspect the iden-

tification errors in our results. We group the errors into

two categories.

• Extraction Error. This happens in the candidate

products extraction process. It is due to the limita-

tion of the pattern-based method and the poor per-

formance of the dependency parser. Text matching the

patterns will be further fed to dependency parser. How-

ever, the precision of dependency parser falls sharply on

noisy social media text. As a result, numbers, URLs,

and incomplete product names are often extracted as

candidate products. For example, as listed in Table 6,

“molecule (©f)” and “effect (�J)” are extracted as

candidate products.

• Identification Error. It means that intention-

unrelated products are identified as intention-related

ones. Although the product has been mentioned in the

Table 6. Case Study of Our Method and Baseline Methods on Intention Keyword “Calcium Deficient”

MWA BM25 Co-Occurence

White calcium (xxxWWW) Calcium (WWW) Calcium (WWW)

Molecule (©f) Molecule (©f) Effect (�J)

Calcium (WWW) Effect (�J) Molecule (©f)

Calcium (WWWJJJ) Calcium tablet (WWW¡¡¡) Calcium tablet (WWW¡¡¡)

Bio-calcium ()))ÔÔÔWWW) Cod-liver oil (~~~___hhh) Cod-liver oil (~~~___hhh)

Note: the table only lists top 5 products identified by each method.
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answer, it has nothing to do with the intention. Some-

times, the identification result has something to do with

the intention; however, it is not sold in the market.

For example, “human milk” is frequently mentioned to

cure “calcium deficient”, and we are not able to buy it

though.

To solve above problems, we could make use of the

online product search engines provided by E-Commerce

companies. It will be able to filter a lot of noise. How-

ever, we leave it to future work.

5.6 Parameter Sensitivity

The only parameter in our model is b, which aims

to penalize the collocations with low co-occurrence fre-

quency. When b is set to higher values, frequent candi-

date products will rank top. On the contrary, candidate

products with less co-occurrence frequency will benefit

from a lower b. Fig.6 illustrates the overall performance

of MWA on our dataset when we set b to different val-

ues. From the figure, we can see that b > 5 has signifi-

cant increase compared with b < 5. And the perfor-

mance reaches the peak when b = 15. And then conti-

nuing increasing b achieves no more promotion in per-

formance. The performance gradually reaches steady

after the top 20 candidates. Taking all into considera-

tion, we set b = 5.9.
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6 Related Work

Our work is related to the following.

Text Mining on Social Media. Social media is a

real-time data source, on which a great deal of text

mining work has been done. Zhao et al.[12] pro-

posed to summarize Twitter content by extracting key

phrases. Through topic discovery, topic-related key-

words ranking, and candidate keyphrases generation

and re-ranking, they obtained a set of keyphrases that

could summarize a topic. Ritter et al.[13] started

an experimental study to extract name entity from

noisy tweets, in which they proposed a distantly su-

pervised approach that makes use of LabeledLDA and

constraints from open-domain database. Pak and

Paroubek[14] focused on sentiment analysis and opinion

mining based on Twitter corpus. They extracted fea-

tures from tweets and built a classifier based on multi-

nomial naive Bayes. Sakaki et al.[15] exploited the real-

time nature of Twitter. In their work, they detected

tweets that have mentioned earthquakes in real time.

Location information was then extracted and location

estimation techniques were applied. At last, they built

an application that is able to report an earthquake in

a high precision.

Online Consumption Intention Identification. With

the increasing popularity of online communities, CI

identification has long attracted attentions from re-

searchers. Dai et al.[2] were among the first to give

a formal definition of online commercial intention

(OCI). They proposed a supervised method to predict

whether submitting a search query or visiting a web-

page will lead to commercial activity. Later, Ashkan

and Clarke[1] studied the relationship between query

terms and ad click behavior. Making use of query log

and ad click data, Dai et al.[2] applied Bayes Theorem

to quantify how much a term in a query contributes

to underlying commercial intention. Hollerit et al.[4]

first started the task of CI detections on social media,

and classified CI into explicit and implicit ones. They

learned a classification model using word and part-of-

speech n-grams.

The most related work to ours is that of Wang et

al.[16], in which they tried to mine trend-driven CI.

By exploiting the trend keywords provided by the mi-

croblog platform, they further extracted products that

co-occur with the trend keywords in users’ tweets and

make use of the product search engine to retrieve more

products. Wang et al. proposed a joint model to mea-

sure relevance and associativity of candidate products.

However, we have a different focus. Wang et al. fo-

cused on trend-related products mining on microblog

platform while we focus on intention-related products

mining on online Q&A community. What is more,

trend-driven CI has a natural evaluation metric, which

is product sales.
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7 Conclusions

We made an attempt to mine intention-related

products on online Q&A community. Focusing on the

Baby & Child Care domain, given a set of intention key-

words, we automatically extracted the candidate pro-

ducts from Q&A pairs. Our intention-related product

identification method achieved better performance than

two baseline methods. The method described in the

paper could be further integrated into recommendation

systems. Our future work includes the following:

• to integrate with intention identification mod-

ule, so that both intention identification and intention-

related products recommendation could be done auto-

matically;

• to add filter process after candidate product ex-

traction, since many of the “products” extracted are

not real products, and by removing these “products”

from the candidates, the precision of intention-related

product identification would be greatly improved;

• to make use of the purchase data of intention-

related products so that we can recommend more re-

lated products, and even those that did not occur in

the candidate product set.
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