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Abstract Routing protocols in delay tolerant networks usually utili ze multiple message copies to guarantee the message
delivery, in order to overcome unpredictable node mobility and easily-interrupted connections. A store-carry-and-f orward
paradigm was also proposed to further improve the message delivery. However, excessive message copies lead to the shortage
of bu�er and bandwidth. The spray and wait routing protocol h as been proposed to reduce the network overload caused
by the bu�er and transmission of unrestricted message copies. However, when a node's bu�er is quite constrained, there
still exist congestion problems. In this paper, we propose a message scheduling and drop strategy on spray and wait routing
protocol (SDSRP). To improve the delivery ratio, �rst of all , SDSRP calculates the priority of each message by evaluating
the impact of both replicating and dropping a message copy on delivery ratio. Subsequently, scheduling and drop decisions
are made according to the priority. In order to further incre ase delivery ratio, we propose an improved message scheduling
and drop strategy on spray and wait routing protocol (ISDSRP ) through enhancing the accuracy of estimating parameters.
Finally, we conduct extensive simulations based on synthetic and real traces in ONE. The results show that compared with
other bu�er management strategies, ISDSRP and SDSRP achieve higher delivery ratio, similar average hopcounts, and lower
overhead ratio.
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1 Introduction

In delay tolerant networks (DTNs) [1] , the end-to-
end transmission latency may be arbitrarily long due to
the unstable connections. Therefore, it is unpractical
to forward a message from the source to the destina-
tion utilizing the usual TCP/IP protocol. To solve this
problem, a store-carry-and-forward paradigm was pro-
posed in DTNs, the paradigm usually requires nodes
to spawn and store messages and there may be mul-
tiple copies of the same message at the same moment
in DTNs. Successful delivery occurs only when one or
more infected nodes encounter the destination. DTNs

were proposed to be used in interplanetary networks[2] ,
disaster response networks[3] , rural areas[4] , wildlife
tracking [5] , and pocket-switched networks[6] .

To maximize delivery ratio, Epidemic[7] utilizes ev-
ery possible connection to replicate messages to ev-
ery ever-encountered node. However, excessive mes-
sage copies are bound to result in network congestion.
Therefore, Epidemic is actually impractical in large-
scale networks. To overcome this problem, spray and
wait [8] was proposed to limit the maximum number of
message copies, and adopts a binary splitting method
to distribute copies into the network. The process goes
on until any message holder encounters the destination.
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However, there is still partial congestion due to the lim-
ited bu�er size. In other words, the bu�er management
strategy is still required to further schedule the mes-
sages, even in the spray and wait routing protocol.

An illustration of the message scheduling and drop
problem is shown in Fig.1. It is worth noticing that the
abscissa represents the passage of time (t), while the
ordinate indicates the bu�er spaces of di�erent nodes.
At di�erent time points, messages M i and M j are gen-
erated in nodesa and b, respectively. After a period
of time, node a sprays half of its copies ofM i to node
b. Soon afterwards, nodeb also sprays half of its copies
of M j to node a. Therefore, there coexist two kinds of
messages (M i and M j ) in the bu�ers of both node a
and nodeb. However, they have di�erent message copy
numbers (Ci ) and remaining time to live TTLs ( Ri ).
These elements will make a signi�cant e�ect on the pri-
orities of messages. When a connection is established or
bu�er space overows, we need to decide which message
to send or drop according to the priorities.
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Fig.1. Illustration of the message scheduling and drop prob -
lem. M : message ID; C: number of message copies;R: message
remaining TTL.

In general, the message with a larger number of
copies and a longer remaining TTL should be assigned
a higher priority, since it requires more transmission
opportunities. However, because of the lack of spray
opportunities, there may be some messages with a large
number of copies, while their TTLs are small, and vice
versa. Thus it is also reasonable to assign a higher
priority to the message whose remaining TTL or the
number of copies is increasing soon. The above anal-
ysis illustrates that the priority is not a simple lin-
ear combination, but a complex function of the num-
ber of message copies and remaining TTL. Therefore,
it is necessary to �nd an appropriate mapping (i.e.,
P riority i = f (Ci ; Ri )), which could change the number
of copies and remaining TTL into the priority.

In order to manage bu�er space[9] e�ectively, we
need to decide not only which message to send in ad-
vance, but also which message to drop. Therefore, we

must make a trade-o� among messages with di�erent
numbers of copies (Ci ) and remaining TTLs ( Ri ), and
then decide on a suitable priority. However, it is re-
ally challenging to perfectly map the number of copies
and the remaining TTL to the priority. The previ-
ous methods[10-11] almost depend on the heuristic al-
gorithms, which usually schedule the messages utilizing
a normalization strategy to simply compare the mag-
nitudes among the messages' numbers of copies or re-
maining TTLs. However, it is impossible to prove that
the heuristic algorithm is optimal in terms of any opti-
mization goal. In other words, the previously proposed
scheduling and drop strategies commonly depend on
the intuitive sense. There is a lack of a strict proof to
guarantee the e�ciency. For instance, if we attempt to
maximize the delivery ratio, we need to decide which
of the number of copies and remaining TTL is more
important in inuencing the performance.

To address this challenging problem, this paper
presents a non-heuristic algorithm SDSRP, which in-
cludes two steps. First, SDSRP calculates the priority
of each message by evaluating the impact on the deliv-
ery ratio of both replicating and dropping a message
copy. Through this method, the message priority is ex-
pressed via the number of copies and remaining TTLs.
Second, the messages are sorted according to the pri-
ority. Dropping the message or not is also determined
according to the priority. However, SDSRP estimates
the parameters through a simple way, which could not
achieve accurate parameters, but the estimation way
does not waste extra bu�er. Moreover, we �nd a more
e�cient method to collect network parameters; there-
fore, we further propose an improved SDSRP (ISDSRP)
through enhancing the accuracy of estimating parame-
ters, aiming to further improve the delivery ratio. How-
ever, the collection way occupies extra bu�er, which is
suitable in bu�er su�cient environment. Finally, we
conduct extensive simulations based on synthetic and
real mobility traces in ONE. The results show that ISD-
SRP achieves the highest delivery ratio, similar average
hopcounts, and lower overhead ratio compared with
other bu�er management strategies.

The main contributions of this paper are briey
summarized as follows:

� We propose a non-heuristic message scheduling
and drop strategy in spray and wait routing protocol,
which maps the number of copies and remaining TTLs
to the priority by calculating the impact on the delivery
ratio of both replicating and dropping a message copy.
The drop decision and the scheduling order are further
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determined according to each message's priority.
� A method to estimate the infection scope of mes-

sages (i.e., the number of infected nodes) is presented
in the spray and wait routing protocol. We also pro-
pose an improved message scheduling and drop strategy
ISDSRP through enhancing the estimation method.

� We conduct extensive simulations on both syn-
thetic and real mobility traces. The results show that
ISDSRP and SDSRP achieve better performance re-
garding delivery ratio, overhead ratio, and similar per-
formance of average hopcounts compared with the other
bu�er management strategies.

The remainder of the paper is organized as follows.
We review related work in Section 2. The non-heuristic
message scheduling and drop strategy SDSRP and the
improved strategy ISDSRP are presented in Section
3. In Section 4, we evaluate the performance of the
proposed strategies through extensive simulations. We
conclude the paper in Section 5.

2 Related Work

2.1 Bu�er Management Strategies in DTNs

Researchers in DTNs have proposed some relatively
e�ective bu�er management strategies. In [12], a self-
adapting optimal bu�er management strategy is pro-
posed. The mobility model is adjusted on the basis
of the nodes' historical meeting records, and the mes-
sage dropping strategies are designed to optimize the
delivery ratio and average delay. Zhanget al.[13] de-
veloped a rigorous and uniform framework based on
ordinary di�erential equations (ODEs) to discuss Epi-
demic routing and its relevant variations. They also
investigated how the bu�er space and the number of
message copies can be addressed for the fast and e�-
cient delivery. The work in [14] proposes a new message
scheduling framework for both Epidemic and two-hop
forwarding routings in DTNs; the scheduling and drop-
ping decisions can be made in each contact duration in
order to achieve either optimal message delivery ratio
or average delay. Krifa and Barakat published three
articles in terms of bu�er management in DTNs. In
[15], through optimizing delivery ratio and average de-
lay, they achieved the utility value of a given message.
Then they dropped the message with the smallest uti-
lity when bu�er overows. According to the achieve-
ment of [15], the work in [16] extends a scheduling
strategy to prioritize the message with the highest uti-
lity. Considering the strategy proposed in [15], where
bandwidth overloading easily occurs because excessive

information has to be stored and exchanged, Krifa and
Barakat [17] proposed an idealized strategy called the
global knowledge-based scheduling and drop strategy
(GBSD), in which signal overhead is reduced by op-
timizing the storage structure and statistics-collection
method. The work in [18] models message drops with a
continuous time Markov chain, and links the encounter
rate(s) with the drop ratio. The work in [19] controls
the replication and forwarding based on the source node
surroundings and analyzes the reliability and bu�er ef-
�ciency in RDR, which is a novel routing scheme pro-
posed in this paper. The authors of [20] considered
the bu�er and energy constraint problem and intro-
duced a performance analysis and optimization frame-
work, which is based on a joint optimization and game-
theoretic framework in DTNs.

All the aforementioned bu�er management strate-
gies are only appropriate for the Epidemic routing pro-
tocol, and are usually unusable in the spray and wait
routing protocol. The proposed bu�er management
strategies in this paper are used to address the spray
and wait routing protocol.

2.2 Improvements of Spray and Wait Routing

In recent years, in order to optimize delivery ratio
or average delay, researchers in DTNs have also im-
proved the spray and wait routing protocol. Spray and
focus[21] was proposed to overcome the passivity of the
wait phase, during which it forwards its copy to a relay
node with higher utility rather than \direct transmis-
sion". Kim et al.[22] proposed a combined method con-
sisting of both the utilization of an ACK message and
a forwarding method based on the delivery probability.
In [23], in order to avoid identical spraying and blind
forwarding among mobile nodes, an adaptive spraying
scheme is de�ned based on the delivery predictability
of nodes. Subsequently, the authors proposed to uti-
lize multiple spraying techniques. Although the above
methods pay attention to improving the spray and wait
protocol, they just focus on choosing the next appro-
priate hop[24] and controlling the number of copies. In
other words, the above methods ignore the message
scheduling and drop problems. For example, there is
more than one message in the bu�er: which message
we should prioritize, and which message we should drop
when the bu�er overows. The most related work is
shown in [25]; however, the accuracy of estimating pa-
rameters of [25] could be further improved.

Motivated by the above drawbacks related to the
spray and wait routing protocol, we are the �rst to
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study the bu�er management in the spray and wait
routing protocol. We propose a message scheduling and
drop strategy, which maps the number of copies and the
remaining TTL to the priority through calculating the
impact on the delivery ratio of both replicating and
dropping a message copy. The messages are sorted and
dropped according to the priority.

3 Message Scheduling and Drop Strategy on

Spray and Wait

To deliver a clear problem formulation and gain use-
ful strategy insights, in this section we �rst introduce
the assumptions and put forward the congestion control
problem to be addressed. Next, priority is proposed to
reect the impact of duplicating and dropping a mes-
sage copy on delivery ratio. According to the prior-
ity, we develop the message scheduling and drop strat-
egy (SDSRP). Finally, we propose an improved message
scheduling and drop strategy on spray and wait routing
protocol (ISDSRP) through enhancing the accuracy of
estimating parameters.

3.1 Problem Formulation

Considering the following network environment,
there are N nodes in the �xed area; messages with
random sources and destinations are generated period-
ically. Each message has a given TTL, after which the
message is no longer useful and should be dropped. Nei-
ther an immunization strategy nor an acknowledgment
mechanism is utilized to guarantee the receipt of pack-
ets. We use random-waypoint as our mobility pattern.
The routing protocol in this paper adopts spray and

wait. In addition, the intermeeting time between a pair
of nodes tails o� exponentially[26] .

To maximize the delivery ratio, this paper primar-
ily addresses the following two problems regarding the
spray and wait routing protocol. 1) When more than
one message coexists in the local bu�er and the node
cannot ensure whether the contact will last long enough
to forward all the messages, we should make a decision
regarding which message to send �rst. 2) If a new mes-
sage arrives at a node's bu�er and overowing occurs,
we should make a drop decision amongst messages al-
ready in the local bu�er and the new comer.

To solve the aforementioned two problems, we at-
tempt to obtain a message priority to decide the
scheduling and dropping order. However, it is actu-
ally challenging to de�ne a considerate priority, which
can reect the utilities of di�erent messages. In other
words, it is really di�cult to �nd a reasonable map-
ping, which can change the number of copies (Ci ) and
remaining TTLs ( Ri ) into the priority. There must be
a bridge to assist the mapping. To maximize delivery
ratio, we �rst express the delivery ratio as a function
of Ci and Ri . Then, the priority is derived from the
e�ect of both replicating and dropping a message copy
on delivery ratio (4 P). Through this method, we suc-
cessfully establish a mapping from the number of copies
(Ci ) and remaining TTLs ( Ri ) to the priority (as shown
in (1)).

P riority i = 4 P = f (Ci ; Ri ): (1)

However, there are an enormous amount of mapping
methods, and di�erent mapping methods result in di�e-
rent priorities of messages. Fig.2 is a detailed example
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Fig.2. Detailed example of the message scheduling and drop p roblem. M : message ID; C: number of message copies; R: message
remaining TTL.
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regarding the message priority problem. The situation
is similar to the one in Fig.1. There are also two kinds
of messages (M i and M j ) in the bu�ers of both nodes
c and e. In node c, M j has both a greater number of
copies (C) and remaining TTLs ( R), compared with
M i . It indicates that M j needs more transmission op-
portunities. Therefore, the decision made in nodec is
P riority i < P riority j . However, after a period of time,
the decision in nodee is exactly the opposite of that in
node c. Although M j still has both a larger C and a
larger R in node e compared with M i , the number of
copies (C) and the remaining TTL ( R) of M i are both
increasing soon. Therefore, in nodee, a higher priority
should be assigned toM i .

In addition, it is impractical to �nd a simple map-
ping which can satisfy all the optimization goals. The
priority in this paper can only be used to optimize de-
livery ratio. Therefore, we make decisions as follows:
if the bandwidth is insu�cient to forward all messages
in its local bu�er, the node should preferentially repli-
cate the message with the highest priority. If the bu�er
overows, the node drops the message with the lowest
priority, among messages already in local bu�er and
the new comer. The main notations are illustrated in
Table 1. The pseudo-code of SDSRP is described in
Algorithm 1.

3.2 Priority Calculation Model

In DTNs, nodes mainly utilize occasional communi-
cation opportunities to transmit messages. Therefore,
the intermeeting time will seriously inuence the deliv-
ery ratio. Aiming to solve the problem, we �rst de�ne
the intermeeting time and the minimum intermeeting
time as follows.

De�nition 1 . Intermeeting time I is the elapsed
time from the end of the previous contact to the start
of the next contact between nodes in a pair.

De�nition 2 . Minimum intermeeting time I min is
the minimum elapsed time for a speci�c node from the
end of the previous contact to the start of the next con-
tact with any other node.

According to the descriptions in Subsection 3.1, the
recent researches[26] prove that intermeeting time tails
o� exponentially in many popular mobilities, such as
random walk, random-waypoint, and random direction.
Our simulations are based on following four scenarios:
a synthetic one (the random-waypoint mobility pat-

tern) and three real-world traces (EPFL 1O , KAIST, and
NCSU 2O , which will be detailedly described in Subsec-
tion 4.1). We �rst perform simulations regarding the
distribution of the intermeeting time in the aforemen-
tioned four scenarios, aiming to examine whether they
can �t an exponential distribution.

Table 1. Main Notations Used Throughout the Paper

Symbol Meaning
N Total number of nodes in the network
K ( t ) Number of distinct messages in the network at time

t
T T L i Initial time-to-live (TTL) for message i
R i Remaining time-to-live (TTL) for message i
Ti Elapsed time for message i since its generation

(Ti = T T L i � R i )
n i (Ti ) Number of nodes with message i in bu�er

after elapsed time Ti
m i (Ti ) Number of nodes (excluding the source node) that

have
seen messagei after elapsed time Ti

di (Ti ) Number of nodes that have dropped message i
after elapsed time Ti (di (Ti ) = m i (Ti ) + 1 � n i (Ti ))

E (I ) Mathematical expectation of intermeeting time
� Parameter in the exponential distribution of inter-

meeting time ( � = 1
E ( I ) )

E (I min ) Mathematical expectation of the minimum
intermeeting time

� min Parameter in the exponential distribution of
minimum intermeeting time ( � min = 1

E ( I min ) )
C Initial number of copies of message i in the source

node
Ci Number of copies of message i in the current node
Ui Priority of message i
P (Ti ) Probability that message i has been successfully

delivered after elapsed time Ti
P (R i ) Probability that undelivered message i will

reach the destination within time R i
Pi Probability that message i can be successfully deliv-

ered
P Global delivery ratio

Algorithm 1: 1. SDSRP

Input: copies number: C, remaining TTL: R,
number of messages in the bu�er: n,
ID of new coming message: m

Output: scheduling message: ID S, dropping message: ID D
1: for i =1 to n do
2: Map Ci , R i to P riority i
3: Sort P riority i incrementally
4: Find the highest P riority h , and assign h to ID S
5: Find the lowest P riority l , and assign l to ID D
6: if connection up then
7: return ID S
8: if bu�er overows then
9: Map Cm , Rm to P riority m

10: if P riority m < P riority l then
11: Assign m to ID D
12: return ID D

1O https://crawdad.cs.dartmouth.edu/ep/mobility/20090 224, Sept. 2016.
2O http://crawdad.org/ncsu/mobilitymodels/20090723, Sep t. 2016.
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As can be seen in Fig.3, the intermeeting time ap-
proximately follows an exponential distribution for the
above four scenarios:f (x) = �e � �x (x > 0). Assume
that � is the parameter for the exponential distribu-
tion of intermeeting time and E(I ) denotes the mathe-
matical expectation of intermeeting time, then we have
� = 1

E ( I ) .
There are N nodes in the network: a speci�c node

has a series of intermeeting time (I i ; i 2 f 1; 2; 3 : : : ; N �
1g); with other N � 1 nodes, the intermeeting time
follows an approximately exponential distribution with
parameter � . Therefore, the minimum intermeeting
time is de�ned as follows: I min = Min i 2f 1;2;3;:::;N � 1gI i ,
which follows an approximate exponential distribution
with parameter � min (as shown in (2)).

� min = ( N � 1)� =
1

E(I min )
=

(N � 1)
E(I )

: (2)

The delivery probability for message i is given by
the probability that message i has been delivered and
the probability that message i has not yet been deliv-
ered, but will be delivered during the remaining time

Ri . Thus, the delivery ratio Pi can be written as (3).

Pi = (1 � P(Ti ))P(Ri ) + P(Ti ): (3)

Suppose that all the nodes, including the destina-
tion, have an equal chance of being infected by message
i , and the number of nodes that have seen messagei
is expressed asmi (Ti ), while the source node is not
included in mi (Ti ). Therefore, the probability P(Ti )
that messagei has been successfully delivered can be
expressed as (4).

P(Ti ) =
mi (Ti )
N � 1

: (4)

The equation to calculate P(Ri ) (probability that
undelivered messagei will reach the destination within
the remaining time) is more complex compared with
P(Ti ). Consider the meaning of 1� P(Ri ), which rep-
resents the probability that messagei not only has not
been delivered atTi , but also will not be delivered in
the remaining time Ri (Ri = T T L � Ti ). In other
words, 1 � P(Ri ) equals the probability that not only
will the ni (Ti ) nodes with messagei in the bu�er not
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contact the destination during Ri , but also the new
infected nodes will not �nish the delivery to the desti-
nation within Ri . Moreover, we assume thatRi is long
enough to spray all the initial copies. Therefore, the
Ci copies of messagei will keep infecting logC i

2 nodes
until the number of copies is reduced to 1. In addi-
tion, the interval time for the adjacent infections can
be estimated asE(I min ). It means ni (Ti ) new infected
nodes will be generated everyE(I min ) time units. Thus
P(Ri ) can be expressed as (5).

P(Ri )

= 1 �
log

C i
2Y

k=0

e� �n i (T i )( R i � kE ( I min ))

= 1 � e� �n i (T i )((log C i
2 +1) R i � 1

2( N � 1) � log C i
2 (log C i

2 +1)) :

(5)

By combining (3)� (5), we obtain the �nal expres-
sion for Pi as (6).

Pi =
mi (Ti )
N � 1

+ (1 �
mi (Ti )
N � 1

)

(1 � e� �n i (T i )((log C i
2 +1) R i � 1

2( N � 1) � log C i
2 (log C i

2 +1)) ):

(6)

Note that the global delivery ratio P (expressed as
(7)) equals the sum of Pi . According to (7), we can
derive the e�ect of replicating or dropping a given mes-
sagei on P. Therefore, � P is shown as (8).

P

=
K ( t )X

i =1

(
mi (Ti )
N � 1

+ (1 �
mi (Ti )
N � 1

)

(1 � e� �n i (T i )((log
C i
2 +1) R i � 1

2( N � 1) � log
C i
2 (log

C i
2 +1)) )) ;

(7)

� P

=
K ( t )X

i =1

(
@P

@ni (Ti )
� ni (Ti ))

=
K ( t )X

i =1

((1 �
mi (Ti )
N � 1

)� ((logC i
2 +1) Ri �

1
2(N � 1)�

logC i
2 (logC i

2 +1))

e� �n i (T i )((log
C i
2 +1) R i � 1

2( N � 1) � log
C i
2 (log

C i
2 +1)) �

� ni (Ti )) : (8)

The scheduling and drop strategies proposed in this
paper attempt to maximize the delivery ratio. When-
ever a given messagei is replicated during a contact, the

number of nodes with messagei in the bu�er increases
by one (� ni (Ti ) = +1); if no operation is performed on
messagei , the number of nodes with messagei in the
bu�er remains unchanged (� ni (Ti ) = 0); when a copy
of messagei is dropped from the bu�er, the number
of nodes with messagei in the bu�er decreases by one
(� ni (Ti ) = � 1). Therefore, the priority of messagei is
precisely the derivative of the delivery ratio P. We ob-
tain the following equation for calculating the priority:

Ui = (1 �
mi (Ti )
N � 1

)� ((logC i
2 +1) Ri �

1
2(N � 1)�

logC i
2 (logC i

2 +1))

e� �n i (T i )((log
C i
2 +1) R i � 1

2( N � 1) � log
C i
2 (log

C i
2 +1)) :(9)

(9) gives us an intuitive feeling regarding the in-
uence to the delivery ratio of the number of message
copies and remaining TTLs, and how these two param-
eters are mapped to the message priority. It is worth
noticing that the priority calculated by (9) is not a sim-
ple linear combination, but a complex function of the
number of message copies and remaining TTLs; there-
fore, it leads to a more accurate estimation for the mes-
sage priority. In most cases, a larger number of message
copies and remaining TTLs indicate that the message
has a smaller infection scale, and that these messages
should have a higher priority. However, there is a pos-
sibility that a message has both a large number of mes-
sage copies and a small remaining TTL, and vice versa.
Fortunately, SDSRP can schedule the message priority
through (9), even in the above situation. In addition,
we can also �nd that a greater amount of copies of mes-
sagei in the network (ni (Ti )) leads to a lower priority,
which is actually both natural and reasonable.

Ui =
(1 � P(Ti ))( P(Ri ) � 1) ln(1 � P(Ri ))

ni (Ti )
: (10)

To further discover the insight of (9), with the help
of (4) and (5), the priority of message i can be ex-
pressed withP(Ti ) (the probability that message i has
been successfully delivered) andP(Ri ) (the probability
that an undelivered messagei will reach the destina-
tion within time Ri ) as shown in (10). It is easy to
�nd that the priority decreases monotonously with the
delivered probability when other variables are �xed.
In other words, higher delivered probability leads to
a lower priority, which perfectly matches our initial
thoughts. Next, when P(Ti ) and ni (Ti ) are �xed, the
increase-decrease characteristic of priority (as shown
in the idealization of Fig.4) depends on the derivative
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of (P(Ri ) � 1) ln(1 � P(Ri )); results show that when
0 6 P(Ri ) < 1 � 1=e, Ui increases monotonously with
P(Ri ). Otherwise, when 1� 1=e 6 P(Ri ) < 1, Ui de-
creases monotonously withP(Ri ). In the analysis, it is
necessary to assign a higher priority to messages with
higher P(Ri ) when the estimated P(Ri ) is lower than
1� 1=e; this is for the reason that this approach is help-
ful for delivering the message. However, it is not suit-
able to assign a higher priority to messages with higher
P(Ri ) when the estimatedP(Ri ) is larger than 1� 1=e.
This is mainly due to that messages with higherP(Ri )
can still be delivered even in a lower priority. Aiming
to trade o� the priority, we assign the highest prior-
ity to the messages, whoseP(Ri ) equals 1� 1=e (the
peak point in Fig.4). According to the analysis of (5), if
(11) is satis�ed, then P(Ri ) = 1 � 1=e. In other words,
the messages whose expected encounter time with the
destination equals the sum of the remaining TTLs are
top-priority. Therefore, the priority used in the paper
makes sense.

1
�n i (Ti )

=
log C i

2X

k=0

(Ri � kE (I min )) : (11)

According to Taylor (ln(1 � x) = �
P 1

k=1
x k

k ) ex-
pansion, whenP(Ri ) 6= 1, (10) can also be expressed
in polynomial form (shown as (12)). With the increase
of the number of terms k, the priority calculated by
(12) gradually tends to be idealization. Fig.4 shows the
changing process. We can determine di�erent accura-
cies as required. Simultaneously, computation overhead
is also saved through this method.

Ui =
(1 � P(Ti ))(1 � P(Ri ))

1P

k=1

P (R i ) k

k

ni (Ti )
: (12)

Based on the priority calculated by (9), a successful
mapping is established from the number of copies (Ci )
and remaining TTLs (Ri ) to priority ( Ui ). A scheduling
decision which sends the message with the largest pri-
ority in advance can be made. At the same time, a drop
strategy which drops the message with the smallest pri-
ority can also be implemented. So far, each node could
calculate the priorities of the messages in the bu�er.
As a result, nodes could schedule the sending order and
make the drop decision according to the priorities. It
is worth noticing that each node manages its bu�er in
a distributed fashion, which indicates that each node
only cares about the priorities in its own bu�er. When
two nodes encounter with each other, they simply con-
sider which message to send among the messages in

its bu�er and which message to drop when overow-
ing occurs. In conclusion, through the above methods,
we achieve a message scheduling and drop strategy on
spray and wait routing protocol.

0 0.2 0.4 0.6

0.4

0.3

0.2

0.1

0
0.8 1.0

P (R i )

1-1/e

U
i

Idealization
Taylor k=5
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Taylor k=3
Taylor k=2
Taylor k=1

Fig.4. Functional relationship between Ui and P (R i ).

3.3 Estimation of mi (Ti ) and ni (Ti )

It is obvious that Ui , as illustrated in (9), is cal-
culable, if and only if, mi (Ti ) and ni (Ti ) are known.
A majority of researchers[12] make a strong assumption
that the unknown parameters can be obtained through
the centralized control channel. However, the mecha-
nism is di�cult to implement in DTNs. According to
the de�nition of di (Ti ) in Table 1, mi (Ti ) and ni (Ti )
can be associated through (13).

ni (Ti ) = mi (Ti ) + 1 � di (Ti ): (13)

Ui turns to be calculable whenmi (Ti ) and di (Ti ) can
be achieved. In order to accurately estimatedi (Ti ), ev-
ery node maintains a data structure (as shown in Fig.5)
including node ID, dropped message list, and record
time to collect the information regarding dropped mes-
sages. We assume that the size of above data structure
could be negligible compared with the message size.
The dropped list contains all dropped messages, and
the record time is the generation time of the record.
When nodes encounter each other, they exchange and
update the records by their own as shown in Fig.5. It
is worth noticing that only the source node can modify
the record time, which happens if and only if a new
drop action occurs in its bu�er. When two nodes with
the same records encounter each other, a simple up-
date action is implemented according to the record time
(updating the record with the nearest record time).
Moreover, nodes reject receiving the message already
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in their dropped lists, which avoids the duplication of
the dropped action. After a period of time, every node
can estimatedi (Ti ).

Data Structure:

Encounter

Node ID

Node A

Node A

Node  B

Node B

Dropped List Record Time

300

250

Messages:1,3,5

Messages:2,7,8

300

350

250

Messages:1,3,5

Messages:1,4,6

Messages:2,7,8

350

250

Messages:1,4,6

Messages:   2,8

350

300

250

Messages:1,4,6

Messages:1,3,5

Messages:2,7,8

A

B

C

A

C

B

C

B

A

C

Fig.5. Data structure and updating process of dropped list.

The estimation method of mi (Ti ) is shown in Fig.6,
which describes the message transmission process of the
spray and wait routing protocol. During the whole pro-
cess, we record the time when the message is binary-
sprayed (i.e., t0� t3). Assuming that the current time
is t3, we can estimate the message transmission process
of each node as shown in Fig.6. Furthermore, we can
estimate the value ofmi (Ti ).

E(I min )

E(I min )

E(I min )

t 0 t 1 t 2 t 3

Fig.6. Binary spray process to estimate m i (Ti ).

We assume that the current number of copies for
messagei is Ci , and the initial number of copies is C,
and then we can get the height of the tree:n = log C=C i

2 .
The solid line in Fig.6 represents the real transmission
process, and the dotted line represents estimated trans-
mission process. Considering that messages are binary-
sprayed after a period ofE(I min ), we get the estimation
for mi (Ti ) as (14).

mi (Ti ) =
P n � 1

k=1 2b
t n � t k

E ( I min ) c + 1 : (14)

To sum up, we develop an estimation strategy to
achievemi (Ti ) and ni (Ti ), and furthermore, each node
could calculate the messages' priorities utilizing the cal-
culation results of mi (Ti ) and ni (Ti ). Scheduling and
drop decisions in terms of bu�er-management are made
according to the priorities. In order to verify the ac-
curacy of the proposed scheduling and drop strategy,
we conduct simulations based on synthetic and real
traces in ONE. The results show that compared with
other bu�er management strategies, SDSRP achieves
a higher delivery ratio, similar average hopcounts, and
lower overhead ratio.

3.4 Improved Message Scheduling and Drop
Strategy: ISDSRP

The estimation method of mi (Ti ) for SDSRP is
shown in Fig.6, which is a suitable method in most
cases. However, due to that the nodes in di�erent
branches could not exchange information, inaccurate
situations exist, which are shown in Fig.7. As shown in
Fig.7, nodesA and B are in di�erent branches, and thus
they could not exchange the heights of their branches.
For node A, it records time t0 and time t1, but for
node B , it records t0� t3. Therefore, they could not
know the dissemination progresses of other branches,
and thus they do an imprecise estimation formi (Ti ).

t 0 t 1 t 2 t 3

E(I min )

A

B

Fig.7. Binary spray process to estimate m i (Ti ).

In order to overcome the above problem, we pro-
pose an estimation method (as shown in Fig.8), which
is similar to the method used to estimatedi (Ti ). The
holding history records the messages that a node ever
holds. According to the above estimation method, we
further propose an improved message scheduling and
drop strategy (ISDSRP), which is proved to be more
accurate in Section 4.
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Data Structure:
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Fig.8. Data structure and updating process of message histo ry.

4 Performance Evaluation

4.1 Simulation Setup

Aiming to demonstrate the performance of the pro-
posed SDSRP, an opportunistic network environment
(ONE) simulator [27] is employed in this paper. We
have carried out simulations using both the synthetic
random-waypoint mobility pattern and the real-world
traces: EPFL (i.e., GPS data of San Francisco taxis),
KAIST (i.e., trace of the students who live in a cam-
pus dormitory of KAIST), and NCSU (i.e., trace of the
students who took a course in the Computer Science
Department of NCSU). In the random-waypoint sce-
nario, each node repeats its own behavior, selecting
a destination randomly and walking along the short-
est path to reach the destination. In the �rst trace
EPFL, we use the data of the �rst 200 taxis in this
paper (as shown in Fig.9). The second trace KAIST
is taken by the students who live in a campus dormi-
tory of KAIST (as shown in Fig.10). The third trace
NCSU includes randomly selected students who took
a course in the Computer Science Department. Every
week, 2 or 3 randomly chosen students carried the GPS
receivers for their daily regular activities (as shown in
Fig.11). Five bu�er management strategies (spray and
wait, spray and wait-O, spray and wait-C, SDSRP and
ISDSRP) are implemented in order to compare their
performances. Spray and wait adopts the FIFO (�rst in
�rst out) bu�er management strategy. Spray and wait-
O regards the ratio between the remaining TTL and the
initial TTL as the priority. Similarly, spray and wait-C
treats the ratio between the current number of message
copies and the initial number of copies as the prior-
ity. SDSRP is proposed in this paper, and ISDSRP is
an improved strategy of SDSRP through enhancing the
accuracy of estimating parameters. In order to reect
the e�ciency of the proposed bu�er management strat-
egy, we set a small bu�er size. The detailed simulation

parameters are given in Table 2� Table 5.

Fig.9. Real-world movement trace of EPFL.

Fig.10. Real-world movement trace of KAIST.

Fig.11. Real-world movement trace of NCSU.

While a range of data is gathered from the simu-
lation, we take the following three main performance
metrics into consideration[28] :

1) delivery ratio, which is the ratio between the
number of messages successfully delivered to the des-
tination and the total number of messages generated in
the network;

2) average hopcounts, which is the average number
of hops for the successful message delivery from source
to destination;
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Table 2. Simulation Parameters under

Random-Waypoint Mobility Pattern

Parameter Random-Waypoint
Simulation time (s) 18 000
Simulation area
(m � m)

4 500� 3 400

Number of nodes 100
Moving speed (m/s) 2
Transmission speed
(Kbps)

250

Transmission range
(m)

100

Bu�er size (MB) 2, 2.5, 3, 3.5, 4, 4.5, 5
Message size (MB) 0.5
Message generation rate [10 15][15 20][20 25]� � � [35 40]

[40 45] [45 50]
TTL (min) 300
Initial number of copies 16, 20, 24, 28, 32, 36, 40, 44,

48, 52, 56, 60, 64

Table 3. Simulation Parameters under Real-World Trace EPFL

Parameter EPFL-Dataset
Simulation time (s) 18 000
Number of nodes 200
Transmission speed (Kbps) 250
Transmission range (m) 100
Bu�er size (MB) 2, 2.5, � � � , 4.5, 5
Message size (MB) 0.5
Message
generation rate

[10 15][15 20] � � � [40 45][45 50]

TTL (min) 300
Initial number of copies 16, 20, 24, 28, 32, 36, 40, 44,

48, 52, 56, 60, 64

Table 4. Simulation Parameters under

Real-World Trace KAIST

Parameter KAIST-Dataset
Simulation time (s) 10 000
Number of nodes 90
Transmission speed (Kbps) 250
Transmission range (m) 100
Bu�er size (MB) 2, 3, 4, � � � , 8, 9, 10
Message size (MB) 0.5
Message generation rate [10 15][15 20][20 25]� � �

[35 40][40 45]
TTL (min) 300
Initial number of copies 16, 24, 32, 40, 48, 56, 64

Table 5. Simulation Parameters under

Real-World Trace NCSU

Parameter NCSU-Dataset
Simulation time (s) 30 000
Number of nodes 32
Transmission speed (Kbps) 250
Transmission range (m) 100
Bu�er size (MB) 10, 15, 20, 25, 30
Message size (MB) 0.5
Message generation rate [15 20][20 25]� � � [35 40][40 45]
TTL (min) 300
Initial number of copies 16, 24, 32, 40, 48, 56, 64

3) overhead ratio, which is the ratio between the re-
sult of the number of successfully forwarded messages
minus the number of successfully delivered messages
and the number of successfully delivered messages.

4.2 Simulation Results

4.2.1 Performance Evaluation under Random-
Waypoint Mobility Pattern

In the 4 500 m� 3 400 m �xed area, we place 100
nodes, whose mobility patterns are random-waypoint.
Moreover, the message generation rate is one message
per 25� 35 seconds; we also set the number of initial
copies to 32, and the bu�er size to 2.5 MB. We vary the
initial number of copies, bu�er size, and message gene-
ration rate to examine their impacts on delivery ratio,
average hopcounts, and overhead ratio, respectively.

For the �rst set of simulations, we set the bu�er
size to 2.5 MB, and the generation rate to one message
every 25� 35 seconds. The trends of delivery ratio, ave-
rage hopcounts, and overhead ratio as a function of the
initial number of copies are shown in Figs.12(a)� 12(c).

Fig.12(a) shows the changes in delivery ratio over
the initial number of copies from 16 to 64. The simu-
lation results show that the delivery ratio of spray and
wait-C remains at the lowest level over the period from
16 to 64, compared with other management strategies.
Subsequently, this phenomenon becomes more obvious,
especially when the initial number of copies is small. In
the analysis, the phenomenon is reasonable because a
small initial number of copies result in di�erent mes-
sages having almost the same number of copies. There-
fore, the scheduling and drop strategy is equivalent to
the random selection. However, there is a downward
trend in the delivery ratio of spray and wait-O, along
with the growth of the initial number of copies. Ac-
cording to the analysis, the growth of the initial num-
ber of copies leads to the occurrence of bu�er overow;
in other words, the bu�er size cannot undertake the
overhead in DTNs. In addition, it is worth noticing
that the proposed message scheduling and drop strategy
SDSRP appears to have a slightly upward trend, and it
achieves the better performance regarding delivery ratio
compared with spray and wait, spray and wait-O, and
spray and wait-C. However, ISDSRP achieves the best
delivery performance, which proves that the improved
estimation strategy further enhances the accuracy of
priority and improves the delivery ratio. According to
the above analysis, we can make a conclusion that ISD-
SRP and SDSRP do a good job facing di�erent initial
numbers of copies.
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Fig.12. Delivery ratio, average hopcounts, and overhead ra tio as a function of the initial number of copies, bu�er size, and message
generation rate under the random-waypoint mobility patter n. (a)(d)(g) Delivery ratio. (b)(e)(h) Average hopcounts. (c)(f)(i) Overhead
ratio.

Fig.12(b) describes the variation trend of average
hopcounts as a function of the initial number of copies.
It is easy for us to get the result that spray and wait
consumes the most average hopcounts to deliver a mes-
sage. Moreover, there is an upward trend of average
hopcounts along with the growth of the initial num-
ber of copies on spray and wait, and it matches our
understanding. It is worth noticing that spray and
wait-C achieves the lowest average hopcounts. It is
mainly due to that messages with fewer copies (more
hopcounts) are dropped. Therefore, all the successfully
delivered messages have fewer hopcounts in spray and
wait-C. However, it is a very pleasant surprise that SD-
SRP still achieves better performance regarding ave-
rage hopcounts, compared with spray and wait. It is

mainly caused by the reasonable scheduling and drop
strategy, which adequately utilizes transmission oppor-
tunities, and avoids transmission redundancy. More-
over, ISDSRP achieves lower hopcounts compared with
SDSRP.

Fig.12(c) provides some important data regarding
overhead ratio performance. Overhead ratio is ex-
ploited to measure the amount of e�ective links; a
higher overhead ratio indicates fewer e�ective links.
Therefore, it is easily apparent to �nd that spray and
wait-C still gets the worst overhead ratio performance,
due to unreasonable bu�er management. The curve
shapes of spray and wait and spray and wait-O are
almost the same. It is worth noticing that ISDSRP
and SDSRP can achieve the lower overhead ratio per-
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formance, and the overhead ratio of ISDSRP falls far
below that of the other three bu�er management strate-
gies.

For the second group of simulations, we set the ini-
tial number of copies to 32, and the generation rate to
one message per 25� 35 seconds. The changes of deliv-
ery ratio, average hopcounts, and overhead ratio as a
function of bu�er size are shown in Figs.12(d)� 12(f).

Fig.12(d) displays the variation of delivery ratio
along with the growth of the bu�er size. We can make
a conclusion that there are �ve kinds of upward trends
in varying degrees regarding delivery ratio. The ten-
dency of spray and wait-C is not obvious. However,
there is a signi�cant upward trend over the bu�er size
from 2 MB to 5 MB for ISDSRP, SDSRP, and spray and
wait. This phenomenon indicates that delivery ratio is
sensitive to bu�er size, even in a congested network en-
vironment. Compared with other bu�er management
strategies, ISDSRP still achieves the best performance,
which further proves that the reasonable scheduling and
drop strategy improves the delivery ratio.

According to Fig.12(e), the change of average hop-
counts as a function of bu�er size is shown. As can be
seen from the graph, over the bu�er size from 2 MB to
5 MB, the average hopcounts of the �ve bu�er manage-
ment strategies remain stable. Moreover, ISDSRP and
SDSRP still achieve fewer average hopcounts compared
with spray and wait. Fig.12(f) provides some important
data of overhead ratio as a function of bu�er size. It
is worth noticing that there is a potential relationship
between Fig.12(c) and Fig.12(f) for the reason that a
larger bu�er size indicates that more message copies
can be held. Therefore, the curve shapes of Fig.12(c)
and Fig.12(f) are almost inverse. The overhead ratio of
ISDSRP still achieves the best performance.

Next, in the third group of simulations, we set the
initial number of copies to 32, and the bu�er size to
2.5 MB. The change trends of delivery ratio, average
hopcounts, and overhead ratio are plotted as a func-
tion of message generation in Fig.12(g)� Fig.12(i) re-
spectively.

Fig.12(g) depicts how the delivery ratio varies with
the decrease in message generation rate. The notation
10� 15 for the message generation rate means that a
new message is generated every 10� 15 seconds. Thus,
the message generation rate decreases with the increas-
ing horizontal axis, resulting in a decrease in congestion.
Therefore, there is not a great deal of di�erence regard-
ing curve shape between Fig.12(g) and Fig.12(d). The
results show that ISDSRP outperforms the other bu�er

management strategies with respect to the delivery ra-
tio regarding di�erent message generation rates.

Fig.12(h) exhibits the performance of average hop-
counts. It reveals the relationship between average hop-
counts and message generation rate. As can be seen,
message generation rate does not have much inuence
on average hopcounts. However, ISDSRP and SDSRP
appear to have a signi�cant improvement along with the
decrease of message generation rate. The above phe-
nomenon indicates that reasonable bu�er management
e�ectively utilizes the bu�er space. At last, Fig.12(i)
illustrates the changing trend of overhead ratio as a
function of message generation rate. The curve shape is
similar to that of Fig.12(f). It is natural and reasonable
because a lower message generation rate is equivalent
to a larger bu�er size. ISDSRP still outperforms the
other bu�er management strategies with respect to the
overhead ratio. To conclude, compared with the other
routing protocols, ISDSRP and SDSRP improve the de-
livery ratio, reduce the average hopcounts and overhead
ratio under a random-waypoint mobility pattern.

4.2.2 Performance Evaluation under Real-World
Trace EPFL

We plug the real-world trace of EPFL into ONE
to simulate taxi mobility over the �rst 18 000 s. The
detailed simulation setup is shown in Table 3.

For the �rst part of the simulations, we set the bu�er
size to 2.5 MB, and the generation rate to one message
per 25� 35 seconds. The variation tendencies of de-
livery ratio, average hopcounts, and overhead ratio as
a function of initial number of copies are shown from
Figs.13(a)� 13(c). In contrast to the random-waypoint
mobility pattern, the movement of the taxis in the real
trace lacks regularity and the nodes cannot contact each
other as frequently as done in the random-waypoint mo-
bility pattern. However, ISDSRP and SDSRP still re-
tain a high delivery ratio while the initial number of
copies increases. Thus, it leads us to the conclusion
that ISDSRP still gets the best delivery performance,
even in the EPFL environment. In summary, ISDSRP
and SDSRP do an excellent job in delivery ratio, ave-
rage hopcounts, and overhead ratio performances. The
second and the third groups of simulations are displayed
in Figs.13(d)� 13(i), which shows the change trends of
delivery ratio, average hopcounts, and overhead ratio
along with the change of bu�er size and message gene-
ration rate, separately. It is worth noticing that the
curve of spray and wait-C in Fig.13(i) is di�erent from
the one in Fig.12(i). In the random-waypoint mobility
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Fig.13. Delivery ratio, average hopcounts, and overhead ra tio as a function of the initial number of copies, bu�er size, and message
generation rate under the real-world trace EPFL. (a)(d)(g) Delivery ratio. (b)(e)(h) Average hopcounts. (c)(f)(i) Ov erhead ratio.

pattern, the nodes have equal encounter opportunities.
Therefore, spray and wait-C is equivalent to random
selection when the number of copies is small. Thus the
message generation rate has little e�ect on overhead
ratio. However, there is an obvious aggregation phe-
nomenon in the EPFL environment. With the decrease
of message generation rate, the useless forwardings also
decrease. In conclusion, the proposed scheduling and
drop strategies e�ectively solve the congestion problem
of spray and wait routing in DTNs. In conclusion, ei-
ther in the random-waypoint mobility pattern or real-
world trace EPFL, ISDSRP obtains the highest delivery
ratio, similar average hopcounts, and the lowest over-
head ratio regarding di�erent initial numbers of copies,
bu�er sizes, and message generation rates, compared
with spray and wait, spray and wait-O, and spray and
wait-C.

4.2.3 Performance Evaluation under Real-World
Trace KAIST

For the �rst group of the simulations, we set the
bu�er size to 6 MB, and the generation rate to one mes-
sage per 20� 25 seconds. The variation tendencies of de-
livery ratio, average hopcounts, and overhead ratio as
a function of the initial number of copies are shown in
Figs.14(a)� 14(c), which leads us to the conclusion that
in KAIST trace, ISDSRP and SDSRP still do an excel-
lent job in delivery ratio, average hopcounts, and over-
head ratio performances as a function of the initial num-
ber of copies, respectively. The second and the third
groups of simulations are displayed in Figs.14(d)� 14(i),
which shows the change trends of delivery ratio, average
hopcounts, and overhead ratio along with the change of
bu�er size and message generation rate, separately. It
is not di�cult to �nd that ISDSRP obtains the highest
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Fig.14. Delivery ratio, average hopcounts, and overhead ra tio as a function of the initial number of copies, bu�er size, and message
generation rate under the real-world trace KAIST. (a)(d)(g ) Delivery ratio. (b)(e)(h) Average hopcounts. (c)(f)(i) O verhead ratio.

delivery ratio, similar average hopcounts, and the low-
est overhead ratio regarding di�erent initial numbers of
copies, bu�er sizes, and message generation rates seper-
ately.

4.2.4 Performance Evaluation under Real-World
Trace NCSU

The detail simulation setup is shown in Table 5. The
simulation results of trace NCSU are similar to that of
KAIST. Therefore, we omit the detail descriptions in
terms of this part. The simulation results are shown in
Fig.15.

5 Conclusions

In DTNs, the probabilistic nodal mobility and in-
terruptible wireless links lead to nondeterministic and
intermittent connectivity. The store-carry-and-forward
paradigm is used by most routing protocols to e�-
ciently deliver messages. However, due to limited sto-
rage space, the excessive copies of messages easily lead
to bu�er overowing. Therefore, how to reasonably al-
locate network resources becomes signi�cant. In this
paper, aiming to improve the delivery ratio, we pre-
sented a non-heuristic message scheduling and drop
strategy on the spray and wait routing protocol (SD-
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Fig.15. Delivery ratio, average hopcounts, and overhead ra tio as a function of the initial number of copies, bu�er size, and message
generation rate under the real-world trace NCSU. (a)(d)(g) Delivery ratio. (b)(e)(h) Average hopcounts. (c)(f)(i) Ov erhead ratio.

SRP), which calculates the priority of each message by
evaluating the impact of both replicating and dropping
a message copy on delivery ratio. Simultaneously, it
schedules messages and makes drop decisions accord-
ing to the priority. Moreover, we also proposed an
improved message scheduling and drop strategy ISD-
SRP, by enhancing the accuracy of estimating method.
We conducted simulations in ONE under the synthetic
random-waypoint mobility pattern and the real-world
trace EPFL. The simulation results showed that com-
pared with spray and wait, spray and wait-O, and spray
and wait-C, ISDSRP and SDSRP achieved higher de-
livery ratio, similar average hopcounts, and lower over-
head ratio.

References

[1] Fall K. A delay-tolerant network architecture for chall enged
Internets. In Proc. the Conference on Applications, Tech-
nologies, Architectures, and Protocols for Computer Com-
munications , Aug. 2003, pp.27-34.

[2] Akyildiz I F, Akan •O B, Chen C Fang J, Su W L. In-
terPlaNetary Internet: State-of-the-art and research cha l-
lenges. Computer Networks , 2003, 43(2): 75-112.

[3] Uddin M Y S, Ahmadi H, Abdelzaher T, Kravets R. In-
tercontact routing for energy constrained disaster respon se
networks. IEEE Transactions on Mobile Computing , 2013,
12(10): 1986-1998.

[4] Pentland A, Fletcher R, Hasson A. Daknet: Rethinking con -
nectivity in developing nations. Computer , 2004, 37(1): 78-
83.



1244 J. Comput. Sci. & Technol., Nov. 2016, Vol.31, No.6

[5] Juang P, Oki H, Wang Y, Martonosi M, Peh L S, Ruben-
stein D. Energy-e�cient computing for wildlife tracking:
Design tradeo�s and early experiences with ZebraNet. In
Proc. the 10th International Conference on Architectural
Support for Programming Languages and Operating Sys-
tems, Dec. 2002, pp.96-107.

[6] Xiao M J, Wu J, Huang L S. Community-aware opportunis-
tic routing in mobile social networks. IEEE Transactions on
Computers , 2014, 63(7): 1682-1695.

[7] Vahdat A, Becker D. Epidemic routing for partially-
connected ad hoc networks. Technical Report CS-2000-06,
Department of Computer Science, Duke University, 2000.

[8] Spyropoulos T, Psounis K, Raghavendra C S. Spray and
wait: An e�cient routing scheme for intermittently con-
nected mobile networks. In Proc. the ACM SIGCOMM
Workshop on Delay-Tolerant Networking , Aug. 2005,
pp.252-259.

[9] Wang E, Yang Y J, Wu J. A Knapsack-based bu�er man-
agement strategy for delay-tolerant networks. Journal of
Parallel and Distributed Computing , 2015, 86: 1-15.

[10] Lindgren A, Phanse K S. Evaluation of queueing policies
and forwarding strategies for routing in intermittently co n-
nected networks. In Proc. the 1st International Conference
on Communication System Software and Middleware , Jan.
2006, pp.1-10.

[11] Kim D, Park H, Yeom I. Minimizing the impact of bu�er
overow in DTN. In Proc. International Conference on Fu-
ture Internet Technologies (CFI), Jan. 2008.

[12] Li Y, Qian M J, Jin D P, Su L, Zeng L G. Adaptive
optimal bu�er management policies for realistic DTN. In
Proc. IEEE Global Telecommunications Conference , Nov.
30-Dec. 4, 2009.

[13] Zhang X L, Neglia G, Kurose J, Towsley D. Performance
modeling of epidemic routing. Computer Networks , 2007,
51(10): 2867-2891.

[14] Elwhishi A, Ho P H, Naik K, Shihada B. A novel message
scheduling framework for delay tolerant networks routing.
IEEE Transactions on Parallel and Distributed Systems ,
2013, 24(5): 871-880.

[15] Krifa A, Barakat C, Spyropoulos T. Optimal bu�er man-
agement policies for delay tolerant networks. In Proc. the
5th Annual IEEE Communications Society Sensor, Mesh
and Ad Hoc Communications and Networks , June 2008,
pp.260-268.

[16] Krifa A, Barakat C, Spyropoulos T. An optimal joint
scheduling and drop policy for delay tolerant networks. In
Proc. International Symposium on a World of Wireless,
Mobile and Multimedia Networks , June 2008, pp.1-6.

[17] Krifa A, Barakat C, Spyropoulos T. Message drop and
scheduling in DTNs: Theory and practice. IEEE Trans-
actions on Mobile Computing , 2012, 11(9): 1470-1483.

[18] Ramiro V, Dang D K, Baudic G, P�erennou T, Lochin E.
A Markov chain model for drop ratio on onepacket bu�ers
DTNs. In Proc. the 16th International Symposium on a
World of Wireless, Mobile and Multimedia Networks , June
2015.

[19] Nishiyama H, Takahashi A, Kato N, Nakahira K, Sugiyama
T. Dynamic replication and forwarding control based on
node surroundings in cooperative delay-tolerant networks .
IEEE Transactions on Parallel and Distributed Systems ,
2015, 26(10): 2711-2719.

[20] Niyato D, Wang P, Tan H P, Saad W, Kim D I. Coopera-
tion in delay-tolerant networks with wireless energy trans -
fer: Performance analysis and optimization. IEEE Trans-
actions on Vehicular Technology , 2015, 64(8): 3740-3754.

[21] Spyropoulos T, Psounis K, Raghavendra C S. Spray and
focus: E�cient mobility-assisted routing for heterogeneo us
and correlated mobility. In Proc. the 5th Annual IEEE In-
ternational Conference on Pervasive Computing and Com-
munications Workshop , March 2007, pp.79-85.

[22] Kim Y P, Koo J I, Jung E, Nakano K, Sengoku M, Park Y
J. Composite methods for improving spray and wait routing
protocol in delay tolerant networks. In Proc. IEEE Inter-
national Symposium on Communications and Information
Technologies, Oct. 2010, pp.1229-11234.

[23] Iqbal S M A. Multischeme spray and wait routing in delay
tolerant networks exploiting nodes delivery predictabili ty.
In Proc. the 15th International Conference on Computer
and Information Technology , Dec. 2012, pp.255-260.

[24] Gao W, Li Q H, Cao G H. Forwarding redundancy in oppor-
tunistic mobile networks: Investigation elimination and e x-
ploitation. IEEE Transactions on Mobile Computing , 2015,
14(4): 714-727.

[25] Wang E, Yang Y J, Wu J, Liu W B. A bu�er management
strategy on spray and wait routing protocol in DTNs. In
Proc. the 44th International Conference on Parallel Pro-
cessing, Sept. 2015.

[26] Groenevelt R, Nain P, Koole G. Message delay in MANET.
In Proc. International Conference on Measurement and
Modeling of Computer Systems , June 2005, pp.412-413.

[27] Ker•anen A, Ott J, K•arkk•ainen T. The ONE simulator for
DTN protocol evaluation. In Proc. the 2nd International
Conference on Simulation Tools and Techniques , March
209, Article No. 55.

[28] Abdelkader T, Naik K, Nayak A, Goel N, Srivastava V. A
performance comparison of delay-tolerant network routing
protocols. IEEE Network , 2016, 30(2): 46-53.

En Wang received his B.E. degree
in software engineering from Jilin Uni-
versity, Changchun, in 2011, his M.E.
degree in computer science and technol-
ogy from Jilin University, Changchun,
in 2013, and his Ph.D. degree in com-
puter science and technology from Jilin
University, Changchun, in 2016. He is

currently a lecture in the Department of Computer Science
and Technology, Jilin University, Changchun. And he is
also a visiting scholar of Department of Computer and
Information Sciences, Temple University, Philadelphia.
His current research focuses on the e�cient utilization of
network resources, scheduling and drop strategy in terms
of bu�er-management, energy-e�cient communication
between human-carried devices, and mobile crowdsensing.



En Wang et al.: Bu�er Scheduling Method Based on Message Priority in DTNs 1245

Yong-Jian Yang received his B.E.
degree in automatization from Jilin
University of Technology, Changchun,
in 1983, and his M.E. degree in com-
puter communication from Beijing
University of Post and Telecommu-
nications, Beijing, in 1991, and his
Ph.D. degree in software and theory of

computer from Jilin University, Changchun, in 2005. He
is currently a professor and a Ph.D. supervisor at Jilin
University, the vice dean of the Department of Software of
Jilin University. His research interests include theory an d
software technology of network intelligence management,
wireless mobile communication and services, next gene-
ration services foundation and key productions on wireless
mobile communication. As the �rst author, he has pub-
lished more than 60 papers in national and foreign journals.

Jie Wu received his B.S. degree in
computer engineering and M.S. degree
in computer science from Shanghai
University of Science and Technology
(now Shanghai University), Shanghai,
in 1982 and 1985, respectively, and his
Ph.D. degree in computer engineering
from Florida Atlantic University, Boca

Raton, in 1989. Jie Wu is the chair and a Laura H. Carnell
Professor in the Department of Computer and Information
Sciences at Temple University, Philadelphia. Prior to
joining Temple University, he was a program director at
the National Science Foundation and a distinguished pro-
fessor at Florida Atlantic University. His current researc h
interests include mobile computing and wireless networks,
routing protocols, cloud and green computing, network
trust and security, and social network applications. Dr.
Wu regularly published in scholarly journals, conference
proceedings, and books. He serves on several editorial
boards, including IEEE Transactions on Computers,
IEEE Transactions on Service Computing, and Journal
of Parallel and Distributed Computing. Dr. Wu was
general co-chair for IEEE MASS 2006 and IEEE IPDPS
2008 and program co-chair for IEEE INFOCOM 2011. He
served as general chair for IEEE ICDCS 2013 and ACM
MobiHoc 2014, and program chair for CCF CNCC 2013.
He was an IEEE Computer Society Distinguished Visitor,
ACM Distinguished Speaker, and the chair for the IEEE
Technical Committee on Distributed Processing (TCDP).
Dr. Wu is a CCF Distinguished Speaker and a fellow of
IEEE. He is the recipient of the 2011 China Computer
Federation (CCF) Overseas Outstanding Achievement
Award.

Wen-Bin Liu received his B.E.
degree in physics from Jilin University,
Changchun, in 2012. He is currently
a postgraduate student in software
engineering from Jilin University,
Changchun. His current research
focuses on the communications in body
area networks, delay tolerant networks,

social networks and mobile crowdsensing. text text text
text text


