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Comments to the Author

The paper studies the problem of balanced influence maximization where a trade-off between
classic IM and group-wise influence is aimed. As an extension to their earlier conference work,
authors allow group attributes to be overlapping. Under which the objective is shown to be non-
monotone and non-submodular. Yet, the authors develop an efficient seed selection algorithm
using RR sets, called ABRIS-G. ABRIS-T further improves the quality of the seeds by deploying a
two-phased seed selection process. Experiments conducted, demonstrate the superiority of the
proposed algorithms in terms of seed quality. The paper, however, has several drawbacks as listed
below, and because of these, I recommend a reject decision.

 (1) The presentation of the paper needs significant improvements. There are several typos,
incorrect use of grammar throughout the paper. E.g., in the abstract "problem to concern the
trade-off between", should be problem concerning.., in intro page 3 line 23 "and it has the
capacity" should be and they have.., line 29 ". they surely" should be . They, Page 5 Line 29 "In
each subsequence round" should be in each subsequent round, Page 7 Line 40 "guaranteed
approximate ratio." should be approximation ratio and so on. Please do a thorough proofread to
fix these issues.

 (2) The presentation also has other issues - the motivation and justifications are inadequate. E.g.,
in the introduction, an important challenge for the BIM problem is stated to be "efficient
scheduling strategy", which ABRIS-G is supposed to use. However, the description of ABRIS-G
does not specify what the schedule is, in fact in pseudo-code Algorithm 2, there is no schedule
used. Similarly, there are two other misleading claims made in the introduction - (a) It is claimed
"We formulate the balanced infuence maximization problem, which is novel", which needs to be
toned down as papers [27,28] study a very similar problem as mentioned later in the Related
work section. Although their solutions do not scale. (b) It is also mentioned that "mechanism with
theoretical guarantee to select seed nodes to achieve balanced infuence" is achieved. However, it
is not clear from the analysis if this is indeed achieved. More on this in the next point.

 (3) The theoretical analysis is incomplete and as a result difficult to follow. It also contains some
unreasonable claims, unless all the details are provided accurately, it is difficult to validate those
claims as a reviewer. In particular, it is shown that the objective is non-monotone and non-
submodular, and yet a greedy hill-climbing algorithm is used for the seed selection. It is not clear,
why for a non-monotone function, such a greedy selection would be reasonable. In particular, in
the proof of Theorem 4.6, it is claimed that the greedy seeds achieve a (1-1/e)-approximation
w.r.t. the optimal seeds. Clearly, for a non-monotone function, this is not true, so it begs the
question if, in a specific group, the spread is monotone and sub-modular. Only then such a claim
would be true, although it is not shown. Further, it is also not clear how this guarantee translates
to the overall objective of ABRIS-G/T. Without this translation, it is not clear how a theoretical
guarantee for the BIM problem is achieved as claimed in the earlier introduction.

 (4) The disparity index used in the objective is also different from the group-wise ratio motivated
in the introduction. The disparity ratio only looks at two groups, while ignoring the others. E.g.,
consider groups with the following the number of nodes {4,4,4,1}. Let S1 influence be {2,2,1,1}
and S2 be {3,1,1,1}. According to the proposed disparity index, S1 and S2 have the same
disparity, however, it is clear S1 achieves a better balance. There should be adequate justification
and right claims. 

 (5) It is quite surprising that for a paper where the primary contribution is in terms of designing
efficient solutions, there is no scalability study. Also, TIM is dated in terms of efficiency, please
compare it against more recent and efficient alternatives such as IMM.

 (6) All the experiments are conducted using static edge weights for the graphs. Authors should
consider some alternatives such as 1/indegree, trivalency, etc. Also repeating 10 times is too
small, consider increasing it to at least 1000.

 (7) Accuracy criterion and proportionality factor are undefined in Theorem 4.4. 
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