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Abstract Aggregation is an important and commonplace operation in wireless sensor networks. Due to wireless interfe-
rences, aggregation in wireless sensor networks often suffers from packet collisions. In order to solve the collision problem,
aggregation scheduling is extensively researched in recent years. In many sensor network applications such as real-time
monitoring, aggregation time is the most concerned performance. This paper considers the minimum-time aggregation
scheduling problem in duty-cycled wireless sensor networks for the first time. We show that this problem is NP-hard and
present an approximation algorithm based on connected dominating set. The theoretical analysis shows that the proposed
algorithm is a nearly-constant approximation. Simulation shows that the scheduling algorithm has a good performance.
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1 Introduction

Wireless sensor networks have been widely used in
various applications such as habitat monitoring[1-3] and
target tracking[4-5] in recent years. Data aggregation is
an essential operation in wireless sensor networks and
has been well studied recently[6-8]. As we know, a col-
lision occurs when a sensor node hears two packets at
the same time and neither of the packets can be re-
ceived correctly. Collisions occur very often in wire-
less sensor networks and cause packet retransmissions,
which waste a large amount of energy. In order to
avoid wireless interference in sensor networks, aggre-
gation scheduling mechanism has been proposed and
studied recently[9-11]. These work schedules the aggre-
gation by assigning a sending and receiving time slot
(or multiple slots) to each node beforehand, according
to the network topology, to make sure that no collisions
occur, with the goal of minimizing the aggregation time.

Recently, duty-cycled wireless sensor networks have
been considered[12], where each sensor node in the
network works for a time duration and sleeps for
the rest of the time in each working period. This
helps to save large amounts of energy since the work-
ing time of the sensor nodes decreases significantly.
Many sensor network applications need to maintain a

long-lived network such as environmental monitoring,
thus duty-cycled wireless sensor networks have been
widely deployed[13-14] and much work has been done in
the background of duty-cycled sensor networks[15-17].
This paper considers the minimum-time aggregation
scheduling problem in duty-cycled wireless sensor net-
works for the first time. For the ease of description,
we call this problem the dc-MTAS problem for short.
In this paper, we first show that dc-MTAS problem
is NP-hard. Then, a scheduling algorithm SA is pre-
sented to solve dc-MTAS, based on connected domina-
ting set. We analyze the aggregation time of the algo-
rithm, which is the optimization goal, and show that the
aggregation time is not larger than (15R(G, s)+∆−3)T
time units, where R(G, s) is the radius of the network
graph G with respect to the sink s, and T is the number
of time units in a working period, which can be seen as
a constant. This means that SA is a nearly-constant
approximation. Finally, we conduct extensive simula-
tions to evaluate the performance of SA.

The rest of the paper is organized as follows. Section
2 introduces the related work. Section 3 presents the
network model and formulates the dc-MTAS problem.
We propose our scheduling algorithm SA in Section 4.
Simulations are conducted to evaluate SA in Section 5.
Section 6 concludes the paper.
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2 Related Work

In this section, we introduce the most relevant work
to ours, which can be divided into two branches. The
first branch of related work includes the work on ag-
gregation and aggregation scheduling in wireless sen-
sor networks. The second branch contains the work
on duty-cycled wireless sensor networks. We give these
studies a brief review in the following.

Aggregation in wireless sensor networks has been
well studied recent years[6-7,18-21]. Aggregation opera-
tion includes simple aggregates such as MAX, MIN,
COUNT, SUM, and also complex aggregates such
as AVERAGE, MEDIANS and so on. Most of the
work executes aggregation based on an aggregation
tree[6-7,18,20]. The sink is selected as the root of the
aggregation tree and each node sends its data up to
its parent according to the tree. [19, 21] adopt rout-
ing mechanisms based on a connected graph where tree
and multi-path coexist. [21-22] utilize synopsis to avoid
double counting when exploiting multi-paths in wire-
less sensor networks. In contrast to accurate aggrega-
tion processing, approximate querying technique is pro-
posed and studied in [8, 19]. These work on aggrega-
tion does not consider the collision problem in wireless
sensor networks. Due to the broadcast nature of wire-
less transmissions, aggregation processing often suffers
from collisions, i.e., a node hears two or more messages
at the same time and can receive none of the messages
correctly. To solve this problem, aggregation schedul-
ing problem is proposed and studied. Minimum-time
aggregation scheduling means to assign each node with
the predetermined sending and receiving slots to assure
that collisions do not occur, meanwhile minimizing the
aggregation time. The related work is introduced as
follows.

The minimum-time aggregation scheduling problem
(MTAS) in wireless sensor networks is first introduced
in [23]. The authors proved that the MTAS problem
is NP-hard and proposed a scheduling algorithm with
the time bound of (∆ − 1)R, where ∆ is the maxi-
mum degree of the network graph and R is the network
radius. This is a (∆ − 1)-approximation. Afterwards,
some work proposes new algorithms to improve the time
bound to nearly-constant approximations, including
centralized[9-10] and distributed[24-25] algorithms. How-
ever, there has been no work on aggregation scheduling
in duty-cycled wireless sensor networks.

There are also some work on duty-cycled wireless
sensor networks, such as [12, 15-16]. A mechanism
for providing periodic energy-efficient radio sleep cy-
cles is proposed in [12] to minimize the communica-
tion latency. In [26], a short preamble MAC protocol

is proposed for duty-cycled wireless sensor networks,
which reduces the energy usage of sensor nodes and
per-hop latency. A dynamic switch-based data for-
warding scheme is designed in [15] and the combined
effect of sleep latency and unreliable communication
links is investigated. In [16], a delay-driven opportunis-
tic flooding method is designed for low-duty-cycle wire-
less sensor networks with unreliable links. Multihop
broadcast protocols for duty-cycled wireless sensor net-
works are proposed in [27-28]. In addition, several duty-
cycle-aware broadcast algorithms are proposed in [17,
29]. The existing work on duty-cycled wireless sensor
networks does not consider the aggregation scheduling
problem.

To summarize, this paper is the first work on
minimum-time aggregation scheduling in duty-cycled
wireless sensor networks, to the best of our knowledge.

3 Preliminaries

3.1 Network Model

The network consists of n sensor nodes and one base
station (also called a sink). Each sensor node can send
or receive data to or from all directions. We model
the sensor network as a unit disk graph (UDG[30])
G = (V, E), where V is the set of sensor nodes and
E is the set of edges. An edge (u, v) ∈ E if u is in the
transmission area of v.

Each node in a duty-cycled sensor network has two
possible states: active state and sleeping state. A node
in active state can sense the physical world, transmit
a packet or receive a packet. A node in sleeping state
turns off all of its function modules except a timer to
wake itself up. We assume that the active/sleeping time,
which is also called the working schedule, of each node
is determined once the network is deployed. We divide
the whole lifetime into multiple working periods with
the same length and one working period W is further di-
vided into T time units. Each time unit is long enough
for a packet transmission. For simplicity, we assume
that each node u is active in one of the T time units,
say A(u), in each working period. We call A(u) the ac-
tive time unit of node u, where A(u) ∈ {0, 1, . . . , T −1}
for any node u. The duty-cycle is defined as the ratio
between the active time and the whole working period.
For example, in a network with a 12.5% duty-cycle, the
working period is divided into 8 time units (T = 8) and
each node is in active state in only one of the 8 time
units. Note that our algorithm can be easily modified
to adjust the case where nodes are active in multiple
time units of a working period. In a duty-cycled sensor
network, a node can transmit a packet at any time, but
can only receive a packet when it is active.
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3.2 Problem Definition

First, we introduce the definition of collision. A col-
lision occurs at a node u if u hears two or more packets
at the same time. This means that a node can receive
a packet correctly if it hears only this packet at that
moment. We assume that each node has one packet
of sensing data. The aggregation completes when all
the data packets in the network are sent to the sink.
Then, the dc-MTAS problem can be formulated as fol-
lows. Given a sensor network graph G(V, E) and the
predetermined working schedules of all the nodes in V ,
assign a working period M and a receiving node v to
each node u ∈ V , such that u sends data to v in v’s
active time unit A(v) of working period M causing no
collisions, minimizing the total aggregation time. Here
M is a natural number, e.g., M = 5, A(v) = 3 means u
sends data to v in the 3rd time unit of the 5th working
period. Formally, we denote the schedule of a node u by
sch(u) = 〈(M, A(v)), v〉. We presents the complexity of
dc-MTAS in the following lemma.

Lemma 1. dc-MTAS is NP-hard.
Proof. Consider a special case of dc-MTAS where

T = 1, which means that all the nodes are active in the
only time unit of each working period. This special case
of dc-MTAS is the MTAS problem, which is proved to
be NP-hard in [23]. Thus, dc-MTAS (with T > 1) is
NP-hard, according to [31]. ¤

4 Algorithm

In this section, we present our scheduling algorithm
(SA) in detail. First, the algorithm description is given
in Subsection 4.1. Then, analysis on the upper bound
for the aggregation time of SA is shown in Subsection
4.2.

4.1 Algorithm Description

The algorithm SA consists of two phases. The first
phase is the layered structure construction for aggre-
gation (LSC). The second phase is the working pe-
riod scheduling (WPS). We introduce them in detail
as follows.

In the first phase of SA, we construct a layered struc-
ture for aggregation using the maximal independent set
(MIS). We name this as layered structure construction
(LSC). The pseudocode of LSC is shown in Fig.1.

First, we carry out a breadth-first search on the net-
work graph G from sink s and compute the hop distance
from each node to s. We divide all the sensor nodes into
layers by the computed hop distance (note that this is
not the eventual layered structure). For example, a
node u which is 3 hops to the sink is in layer 3 cur-
rently. The sink itself forms layer 0. We also record the

information of each node u’s predecessor π(u), which is
defined as the node in u’s upper layer from which u is
visited during the breadth-first search. Here a node u’s
(in layer l) upper layer refers to layer l − 1.

1: Compute dist(s, u) by a breadth-first search and record
u’s predecessor π(u), for each node u ∈ V //s is the sink

2: layer(u) ← dist(s, u)

3: nlayer(u) ← layer(u)

4: divide all the nodes into layers L1, . . . , Ll according to
the layer(u)

5: IND ← ∅, IND0 ← {s}
6: for i ← 1 to l do

7: find an MIS INDi ∈ Li indep. of IND

8: IND ← IND ∪ INDi

9: CNT ← ∅
10: for i ← 2 to l do

11: for each node u ∈ INDi do

12: if ∃v ∈ CNT & (u, v) ∈ E then

13: nlayer(u) ← nlayer(v) + 1

14: else

15: CNT ← CNT ∪ {π(u)}
16: find π(u)’s dominator dπ(u) whose layer 6 i− 1

17: nlayer(π(u)) ← nlayer(dπ(u)) + 1

18: nlayer(u) ← nlayer(π(u)) + 1

Fig.1. Outline of layered structure construction.

Then, an MIS is constructed layer by layer (lines
6∼8). IND i denotes the set of the independent nodes
selected in the i-th layer, and the union of all IND i

forms an MIS of the network. Next, we select some
nodes to interconnect the nodes in IND , which we call
them the connector nodes, and these nodes form the
set CNT . Thus, we obtain a layered structure with
layers of independent nodes and connector nodes alter-
nating. With the occurrence of the connector nodes,
the layer information changes as shown in line 13 and
lines 17∼18. The nlayer of each node reflects the even-
tual layered structure. The nodes in IND and CNT
form a connected dominating set of the network. We
call the rest nodes dominatee nodes.

Here we present an illustration to further explain the
layered structure by Fig.2. The left side shows the layer
of the nodes by breadth-first search, layer 0 to layer 5,
where only the sink node is in layer 0. These layer in-
formation correspond to the layer in algorithm LSC.
The black nodes in Fig.2 are independent nodes and
they form the set IND. The gray nodes are connector
nodes which interconnect the independent nodes, e.g.,
node y is a connector node which interconnects node
x with the sink. The numbers in the brackets beside
the black and gray nodes are the nlayer information for
the nodes. The nlayer and layer information can be
different, e.g., layer(u) = 2 while nlayer(u) = 3. This
is because node u interconnects node z in IND2 with
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node v in IND3, thus nlayer(u) is set to nlayer(z) + 1
(2 + 1 = 3), according to line 17 of LSC in Fig.1. Also,
nlayer(v) is set to nlayer(u) + 1 (3 + 1 = 4), according
to line 18 in Fig.1. The nlayer information of the nodes
represents the layered structure of the network.

Fig.2. Illustration of the layered structure.

In the second phase of SA, we schedule the work-
ing period for each node in the network. The domi-
natee nodes are first scheduled and then the nodes
in IND and CNT are scheduled layer by layer. We
first present a subprocedure, minimal covering schedule
(MC-schedule) with node sets X and Y as input. The
function of MC-schedule(X, Y ) is to complete schedul-
ing of transmission from node set X to node set Y . We
call X the sending set and Y the receiving set. The
pseudocode of MC-schedule is shown in Fig.3.

1: G′ ← the induced bi-subgraph G[X, Y ]

2: X′ ← X, Y ′ ← Y , M ← 0

3: for i ← 0 to T − 1 do

4: Yi ← {y ∈ Y ′|A(y) = i}
5: for X′ 6= ∅ do

6: M ← M + 1

7: for i ← 0 to T − 1 do

8: Xi ← {x ∈ X′|∃y ∈ Yi, (x, y) ∈ E(G′)}
9: if Xi = ∅ then

10: continue

11: find a minimal cover Ci of Xi, such that Ci ⊂ Yi

12: for each node y ∈ Ci do

13: x ← a private neighbor of y in Xi

14: sch(x) ← 〈(M, i), y〉
15: X′ ← X′ \ {x}
16: Yi ← Ci

Fig.3. Outline of minimal covering schedule.

MC-schedule divides the receiving set Y into T par-
titions: Y0, Y1, . . . , YT−1 according to the active time
units of nodes, i.e., Yi = {u ∈ Y |A(u) = i}. As long as
there are nodes unscheduled in X, MC-schedule itera-
tively performs the following for the set Y0, . . . , YT−1.

In the M -th iteration, for each Yi, MC-schedule first
finds a minimal covering Ci ⊂ Yi of the set of nodes in
X which are covered by Yi. By the minimality of Ci,
we can find a private neighbor x of each node y in Yi,
i.e., x is covered only by y rather than any other node
in Ci. Then, the schedule of node x is set to 〈(M, i), y〉,
which means x sends data to y in the i-th time unit
of the M -th working period. Ci is assigned to Yi after
all the nodes in Ci finish scheduling in each subitera-
tion. In this way, all the nodes in X find their sending
working period since MC-schedule ends when there are
no nodes unscheduled in X. The process of finding pri-
vate neighbors ensures that no collision occurs in a time
unit of any working period. This result naturally leads
to the property that MC-schedule generates a collision-
free schedule for the sending set X.

Fig.4 shows an example of the running process of
MC-schedule. In this figure, X = {x1, . . . , x8} and
Y = {y1, . . . , y5}. Each working period is divided into
2 time units, i.e., T = 2. The active time unit of
each node in Y is marked above the node label, e.g.,
A(y1) = 0, A(y4) = 1. By our notations, Y0 = {y1, y2},
Y1 = {y3, y4, y5}.

The left-hand side subfigures show the subgraphs in-
duced by the unscheduled nodes. The right-hand side
subfigures show the scheduling process in each itera-
tion. For example, in the 1st iteration, {y1, y2} is a
minimal cover of Y0 and x1 is a private neighbor of y1.
Thus, sch(x1) = 〈(1, 0), y1〉, that is, x1 sends data to y1

in time unit 0 of the 1st working period. For simplicity,
this is shown by an arrow from x1 to y1 and working
period 1 in a bracket beside node x1, in Fig.4(b). Next,
a minimal cover {y3, y5} of Y1 is selected, and x2, x8

are scheduled. The 1st iteration ends here. Once all
the nodes in X are scheduled, the whole iteration ends.
The final schedule of the network is shown in Fig.4(k).
The aggregation from X to Y , by MC-schedule, needs
3 working periods, i.e., 6 time units.

In the following we propose the working period
scheduling (WPS) algorithm, which is the second phase
of SA. WPS schedules all the sensor nodes layer by
layer, making use of subprocedure MC-schedule. The
pseudocode of WPS is shown in Fig.5.

First, the dominatee nodes are scheduled using MC-
schedule (lines 1∼4). The sending set is assigned to the
set of dominatee nodes and the receiving set is assigned
to the set of the independent and connector nodes.

Next, the independent nodes and the connector
nodes are scheduled from the deepest layer of the lay-
ered structure constructed in the first phase of SA, up
to the nearest layer to the sink (lines 5∼10). Note that
we need to make sure that the nodes in layer i (here
refers to nlayer) send data after the nodes in deeper
layers than i finish sending data, in order to guarantee
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Fig.4. Illustration of MC-schedule.

1: Y ← IND ∪ CNT , X ← V \ Y

2: minimal covering schedule (X, Y )

3: l ← maxu∈V {nlayer(u)}
4: w ← the maximum working period of X

5: for i ← l down to 1 do

6: X ← {u ∈ V | nlayer(u) = i}
7: Y ← {u ∈ V | nlayer(u) = i− 1}
8: minimal covering schedule (X, Y )

9: delay the working period in the schedule of each node

in X by w

10: w ← the maximum working period of X

Fig.5. Outline of working period scheduling.

collisions do not occur across layers. Thus, we delay the
working period of the scheduled nodes after calling the

subprocedure MC-schedule by the largest working pe-
riod of nodes in deeper layers. Recall that MC-schedule
generates collision-free schedules, which means colli-
sions do not occur in any layer. With the property
of WPS that collisions do not occur across layers, we
conclude that our scheduling algorithm SA generates
a collision-free schedule of the whole network. This
proves the correctness of SA. For the running time, it
is easy to see that SA runs in polynomial time since
LSC and WPS both run in polynomial time.

4.2 Analysis

In this subsection, we analyze the upper bound on
the aggregation time of SA. We first present several
lemmas as follows.

Lemma 2. After layered structure construction, the
following inequality holds.

max
v∈V

{nlayer(v)} 6 2(R(G, s)− 1),

where R(G, s) denotes the radius of the network graph
G with respect to the sink s.

Proof. According to LSC, an MIS of the network
is first constructed and then connectors are selected to
interconnect the independent nodes. Only when an in-
dependent node u finds a connector node v as its parent
and v is in the same layer as v’s parent w (another in-
dependent node), the nlayer information for u and v
is modified, i,e., nlayer(v) is set to nlayer(w) + 1 and
nlayer(u) is set to nlayer(w) + 2. The worst case is
that each layer except layer 0 (the sink) is split into
2 layers. Since the original layer information satis-
fies maxv∈V {layer(v)} 6 R(G, s), the equality in the
lemma follows. ¤

The following lemma gives an upper bound on the
aggregation time of MC-schedule.

Lemma 3. Let sch(x) = 〈(M, i), y〉 after MC-
schedule(X, Y ), where x ∈ X. Then, M 6 |{x′ ∈
X|(x′, y) ∈ E}| for any node x ∈ X, where E is the
edge set of the network graph G.

Proof. Consider any node x ∈ X. If sch(x) =
〈(M, i), y〉 after MC-schedule(X, Y ), then x is a private
neighbor of y in the M -th iteration of MC-schedule.
Thus, y must be in the minimal cover Ci for at least
M iterations. This leads to the fact that y has at least
M neighbors in X, which is the same meaning as the
inequality in the lemma. ¤

The following lemma holds on the condition that the
connector node set is minimal, which is proved in [10].

Lemma 4. Let IND i = {u ∈ IND |nlayer(u) = i}
and CNT i = {u ∈ CNT |nlayer(u) = i}, then

1) Each connector node in CNT i is adjacent to at
most 4 independent nodes in IND i+1.
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2) Each independent node in IND i is adjacent to at
most 11 connector nodes in CNT i.

3) CNT 0 6 12.
Note that the condition in line 12 of the layer struc-

ture construction in Fig.1 guarantees the minimality of
the connector node set. Thus, Lemma 4 holds for SA.

We analyze the aggregation time of SA in the fol-
lowing. The aggregation time consists of two parts: the
aggregation time t1 for dominatee nodes and the aggre-
gation time t2 for dominator nodes. Here the domina-
tor nodes refer to the nodes in IND and CNT . The
aggregation time of SA is the sum of t1 and t2 because
SA makes the dominator nodes send data after all the
dominatee nodes finish sending data.

We claim that t1 does not exceed the largest work-
ing period wp of the dominatee nodes. According to
Lemma 3, wp is not larger than the largest degree d in
G[X, Y ] of the nodes in Y , where X is the set of the
dominatee nodes and Y is the set of dominator nodes.
It is obvious that d 6 ∆, where ∆ is the maximum
vertex degree of the network graph G. Thus, t1 6 ∆.

The dominator nodes are scheduled layer by layer,
sequentially, according to WPS. The nodes in the j-th
layer send data after all the nodes in the (j + 1)-th
layer finish sending data, for j = 1, . . . , Rm, where
Rm = maxv∈V {nlayer(v)}. The aggregation time t2
for the dominator nodes is the sum of the aggregation
time of each layer, for the same reason as computing
t1. Referring to the LSC algorithm, the constructed
layered structure guarantees that the maximum layer
Rm of nodes is an even number, and the independent
nodes are in the even-numbered layers and the connec-
tor nodes are in the odd-numbered layers. Consider
the aggregation time tind from the set X̃ of indepen-
dent nodes in layer 2i to the set Ỹ of connector nodes
in layer 2i − 1. According to Lemma 3, tind must not
be larger than maxy∈Ỹ |{x′ ∈ X|(x′, y) ∈ E}|, which
does not exceed 4 due to the first statement of Lemma
4. Thus, tind 6 4, for i = 1, . . . , Rm/2. Similarly, the
aggregation time tcnt from the set of connector nodes
in layer 2i+1 to the set of independent nodes in layer 2i
satisfies tcnt 6 11 for i = 1, . . . , Rm/2−1 and tcnt 6 12
for i = 0. This can be concluded from the 2nd and 3rd
statements of Lemma 4. Then, the aggregation time
for the dominator nodes is

t2 6 (11 + 4)×Rm/2 + 12

6 15(R(G, s)− 1) + 12 = 15R(G, s)− 3.

The second inequality sign follows from Lemma 2. Sum-
ming t1 and t2, we obtain that the aggregation time
t of SA satisfies t 6 15R(G, s) + ∆ − 3. This result
means that the aggregation time of SA does not ex-
ceed 15R(G, s) + ∆ − 3 working periods, which are

(15R(G, s) + ∆ − 3)T time units. This leads to the
following theorem.

Theorem 1. The aggregation time of SA does not
exceed (15R(G, s) + ∆− 3)T time units.

We claim that SA is a nearly-constant approxima-
tion algorithm. First, R(G, s) is a lower bound on the
aggregation time. The reason is that the farthest node
to the sink s takes at least R(G, s) time to send its sens-
ing data to s. Secondly, T is the number of time units
in one working period and it can be seen as a constant
since T is small in practice. Typically, the duty-cycle
in any wireless sensor network is always not lower than
1%, thus T can be bounded by 100, a constant num-
ber. For the above reasons, we conclude that SA is a
nearly-constant approximation.

5 Performance Evaluation

We evaluate our scheduling algorithm SA by simu-
lation in this section. Since there is no existing work
on aggregation scheduling in duty-cycled sensor net-
works, we conduct a little modification on two existing
scheduling algorithms for non-duty-cycled sensor net-
works to solve the dc-MTAS problem. We also propose
a third algorithm BS, which is a naive baseline algo-
rithm to solve dc-MTAS. We take the three algorithms
as comparisons for SA and briefly introduce them in
the following.

The first algorithm is the current best centralized
algorithm E-PAS, proposed in [10]. The second algo-
rithm is the current best distributed algorithm Clu-
DDAS, proposed in [25]. Both algorithms generate a
schedule of the node transmissions for aggregation in a
non-duty-cycled wireless sensor network. We can for-
mulate the output schedule of a node u by E-PAS or
Clu-DDAS as (v, T ), which means node u send its data
to v in time slot T . To make the output schedule us-
able in a duty-cycled sensor network, given the output
schedule (v, T ) of a node u, we make u send its data to
v in time slot A(v) of the T -th working period (remind
that A(v) is the active time unit of node v). This sim-
ple modification enables E-PAS and Clu-DDAS to solve
the dc-MTAS problem. We keep the original names
of both algorithms after modification. The third algo-
rithm BS constructs an aggregation tree and makes the
nodes send data to the sink according to the tree struc-
ture and the node working schedule in a bottom-up way.
BS does not make schedules beforehand and it makes
nodes retransmit data when encountering collisions.

The network setting is as follows. The sensor nodes
are randomly deployed in a region of size 200m × 200m
and the sink is located in a corner. The transmission
radius is 30m. Each node randomly selects one ac-
tive time unit as its working schedule beforehand. The
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aggregation time is measured in the number of work-
ing periods. The simulation for each setting is con-
ducted for 20 times and the average value is computed
as the result. The duty-cycles used in the simulation are
50%, 33.33%, 25%, 20%, 12.5%, 10%, 6.67%, 5%, cor-
responding to T = 2, 3, 4, 5, 8, 10, 15, 20, respectively.

Fig.6 shows the aggregation time of the four algo-
rithms, in terms of working periods, with the number
of nodes varying from 500 to 1 400. In Fig.6, the duty-
cycles is set to 12.5%. The aggregation time increases
with the number of nodes increasing for all of the algo-
rithms, while the aggregation time for SA is 1 to 4 times
shorter than that for the baseline BS and 1 to 2 times
shorter than that for E-PAS and Clu-DDAS. For exam-
ple, in the case of 1 200 nodes, the aggregation time for
BS, E-PAS,Clu-DDAS and SA is 271, 93, 96, 43 working
periods, respectively. The aggregation time of E-PAS
and Clu-DDAS are more than 2 times longer than our
algorithm SA, and the aggregation time for BS is almost
7 times of that of SA. The reason is that E-PAS and
Clu-DDAS do not consider the cases where conflicting
nodes in non-duty-cycled networks can transmit in the
same working period in duty-cycled networks, as long
as they transmit in different time units of one working
period. As to BS, there can be many collisions and
retransmissions making BS cost much more time.

Fig.6. The number of working periods with different number of

nodes for the four algorithms. The duty-cycle is set to 12.5%.

Fig.7 shows the aggregation time with the duty-cycle
varying from 50% to 5%, where the number of nodes
is set to 1 000. The number of working periods for
BS and SA decreases when the duty-cycle gets smaller
since there are more time units in each working period,
enabling more nodes to send data in a working period.
E-PAS and Clu-DDAS do not consider the duty-cycle
issue thus the aggregation time for these two algorithms
does not change with the duty-cycle decreasing. Note
that the actual aggregation time increases when the
duty-cycle gets smaller, though the number of working
periods needed decreases. For example, in the case of
25% duty-cycle, a working period is divided into T = 4

time units and the number of working periods needed
for SA is 59, resulting in 236 time units, while in the
case of 12.5% duty-cycle, T = 8 and the number of
working periods for SA is 46, resulting in 368 time units.
This shows that low duty-cycle trades off aggregation
time for lower energy cost.

Fig.7. The number of working periods with different duty-cycles

for the four algorithms. The number of nodes is set to 1 000.

In the following, we further study the factors that
affect the aggregation time of SA. Fig.8 shows the work-
ing periods needed for SA with different number of sen-
sor nodes in the cases of three duty-cycles, 25%, 12.5%
and 6.67%. From Fig.8, we can conclude that the num-
ber of working periods increases when the number of
sensor nodes increases, while a fixed-size network of
lower duty-cycle needs less number of working periods
for aggregation. However, the actual aggregation time
slots needed may increase with duty-cycle decreasing,
as is shown in Fig.9.

Fig.8. The number of working periods with different number of

nodes for SA.

Fig.10 shows the number of working periods for SA
with different number of sensor nodes in the cases of
three transmission radii, 30 m, 40 m and 50m, where
the duty-cycle is set to 10%. When the transmission ra-
dius of sensor nodes increases, there are more nodes in
u’s transmission area, for each node u, which may lead
to two trends. The first trend is that there are more
interferences in packet transmissions, which means a
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Fig.9. The number of total time slots with different number of

nodes for SA.

Fig.10. The number of working periods with different number of

nodes for SA. The duty-cycle is set to 10%.

receiving node u has a higher probability of encounter-
ing a collision. In this case, with more potential collid-
ing nodes, our scheduling algorithm SA may return a
schedule with longer aggregation time to avoid collision.
On the other hand, the second trend is that there are
more options to choose in selecting a receiving node,
for each sending node u, since there are more nodes
in u’s transmission area. This helps reduce the ag-
gregation time in duty-cycled sensor networks because
some nodes may have chances to advance their trans-
missions with more potential receiving nodes to be cho-
sen. Fig.10 shows that the former trend dominates the
latter for most of the cases, i.e., a larger transmission
radius results in a longer aggregation time.

6 Conclusions

Aggregation scheduling has been studied recently to
provide collision-free schedules for wireless sensor net-
works, in order to minimize the aggregation time. This
paper considers minimum-time aggregation scheduling
in duty-cycled wireless sensor networks for the first

time. We show that this problem is NP-hard and
present an approximation algorithm SA to solve this
problem. Theoretical analysis shows that SA is a
nearly-constant approximation. We carry out exten-
sive simulations to study the performances of SA and
the existing methods, including the state-of-the-art cen-
tralized and distributed scheduling algorithms, E-PAS
and Clu-DDAS, and a naive baseline algorithm BS. The
simulation result verifies our analysis and shows that
SA has a better performance than existing methods.
This paper considers aggregation scheduling under a
simplified interference model where the interference ra-
dius equals the transmission radius. The aggregation
scheduling problem in duty-cycled wireless sensor net-
works under other interference models, such as genera-
lized protocol model, physical model, remains open and
needs to be reinvestigated.
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