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Abstract Many production peer-to-peer (P2P) streaming systems use content delivery networks (CDN) to protect the
user’s quality of experiences. Thus, how to efficiently utilize the capacity of CDN (e.g., which peers receive services from
the CDN nodes) is a problem of practical significance. Existing solutions adopt a passive, on-demand approach, which
is inefficient in utilizing CDN resources. In this paper, we propose PROSE, a simple, novel scheme to achieve proactive,
selective CDN participation for P2P streaming. PROSE introduces novel concepts such as choke point expansion nodes/super
nodes and leads to efficient, light-weighted, and distributed algorithms to identify and serve these nodes using CDN. Our
experimental results show that PROSE achieves at least 10%∼25% performance improvement and 2∼4 times overhead
reduction compared with existing general CDN-P2P-hybrid schemes.

Keywords content delivery network, peer-to-peer streaming, CDN-P2P-hybrid architecture, live streaming, video on
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1 Introduction

In recent years, a large number of commercial peer-
to-peer (P2P) streaming systems, such as PPLive,
UUSee, Joost, and Zattoo, have been deployed over
the Internet at a large scale. By taking advantage
of peer-to-peer technologies, they have greatly reduced
the dependence on central content servers. However,
as users emerge on the million-scale, P2P applications
have started to adopt the mature and widely-deployed
content delivery network (CDN) systems to increase
their service capacity and reliability. Many P2P play-
ers, such as VeriSign, CacheLogic, Grid Networks, In-
ternap, and Joost, have announced their own CDN-P2P
services as well[1]. For example, VeriSign is launch-
ing a CDN-P2P combination project. Cachelogic has
been working with carriers and already hawking their
P2P-CDN offerings. Even pure-play P2P companies
like Pando have started dabbling with P2P CDNs[2].

Although many P2P application providers have be-
gun to rely on CDN services to improve the quality and
reliability of their service, the cost of using CDN is high,
especially, with a huge population of users. Relying on
CDN to serve every request from a large-scale system
is a costly and inefficient solution. Therefore, how to
efficiently utilize CDN resources and capacity, in par-

ticular how to select which peers to connect to CDN, is
an important problem to tackle.

In most existing CDN-aided P2P systems, CDN
nodes act as passive content providers. They apply
some simple approaches to select peers and serve when
a large number of peers request the CDN at the same
time. In Livesky[3], a CDN node serves a fixed sub-set
of P2P nodes. When a large number of peers visit the
CDN node concurrently, it becomes overloaded quickly.
Akamai[4] uses a DNS-redirection method to direct a
peer node to CDN or other peer nodes in the P2P net-
work. This is a traditional CDN participating P2P so-
lution, which only takes the network distance between
peers and CDN nodes into consideration. It ignores the
capabilities of peers and their strategic locations, which
are important factors to consider for improving system
performance and efficiently utilizing CDN capacity.

In this paper, we design a novel scheme: PROSE
— Proactive, Selective CDN Participation for P2P
Streaming. In our scheme, we introduce a novel con-
cept of choke point expansion node which incorporates
the location effect of peers in the system performance.
We further identify super nodes according to the peers’
upload capacities and their potential abilities to help
other peers. By proactively selecting and serving these
nodes, we can better improve the system performance
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and optimize local utilization of CDN nodes at the same
time. In order to select such nodes, a light-weighted,
feedback-based algorithm is proposed. This algorithm
uses CDN to collect statistical information and feed-
back from its interactive peer nodes and aggregates the
information to evaluate the potential capacity of peers
and their effects to the system. Both emulation and
simulation experimental results show significant perfor-
mance improvement of our scheme as compared with
other general CDN-P2P systems.

Key contributions of this paper are as follows. First,
we propose a novel scheme of proactive, selective CDN
participation for P2P streaming. We identify choke
point expansion nodes and super nodes of P2P stream-
ing systems, and proactively inject CDN resource into
them to better utilize CDN capacity and improve sys-
tem performance. Second, we conduct both emulation
and simulation experiments to verify the performance
improvement and overhead reduction of our proactive
and selective scheme. The results show that our scheme
is superior to the general CDN-P2P-hybrid system and
pure P2P streaming system, in terms of performance
and reliability.

The rest of this paper is organized as follows. In Sec-
tion 2, we introduce related work of current CDN-P2P-
hybrid systems. In Section 3, we introduce PROSE:
the basic architecture of our novel proactive, selective
CDN participation P2P streaming system. We address
our CDN-based algorithm to identify and serve choke
point expansion nodes and super nodes in Section 4
and Section 5, respectively. Emulation and simulation
experimental results are shown and discussed in Section
6. Conclusions and discussions are given in Section 7.

2 Related Work

2.1 CDN-P2P-Hybrid Systems

In a CDN and P2P hybrid network[2-22], stream-
ing application clients fetch contents from either net-
work (e.g., CDN edge network, P2P network), or both
of them. There are two kinds of CDN and P2P hy-
brid overlay: PAC (Peer-Aided CDN)[4,9,13] and CAP
(CDN-Aided P2P)[2,16-18]. Most CDN providers, such
as ChinaCache[3], Akamai[4], integrate their CDN with
P2P in the PAC manner. In this method, users are
mainly served by CDN. P2P overlay is applied to im-
prove user performance and to alleviate the stress of
CDN. On the contrary, in the CAP method, most
streaming contents are distributed to users through the
P2P overlay network. CDN serves as a rescuer for some
starving and urgent P2P peers. Most P2P application
providers, such as PPLive, UUSee, integrate their P2P
network with CDN in the CAP manner. Next, we in-
troduce related work of PAC and CAP.

PAC Mechanism. Akamai, as the world biggest CDN
provider, applies the PAC mechanism in its commer-
cial systems. In the Akamai-PAC method, when one
peer node’s request is directed to the CDN edge server,
the edge server can then choose how to handle this re-
quest: 1) delivering the content to the peer by itself, or
2) redirecting the request to a P2P network. Akamai
uses traditional DNS-redirection approach to forward a
peer’s request to the nearby CDN node. CDN nodes
in this system blindly serve requesting peers; they do
not consider which peer they should select and better
serve. ChinaCache, the largest CDN carrier in China,
is also using a PAC-like approach in the Livesky CDN-
P2P-hybrid architecture. The hybrid overlay routing
mechanism relies on the CDN DNS redirection mecha-
nism to reach an edge server. The edge server acts as a
tracker of P2P overlay to help the requested peer find
neighbors. Similar to the Akamai-PAC approach, in
Livesky-PAC, an edge server only serves peers within
its own region. The edge server does not identify or
select peers to provide service. In a flash crowd sce-
nario, if a large number of peers are redirected to an
edge server, the edge server will be overloaded quickly.

CAP Mechanism. Currently, in order to improve
service quality, many P2P application providers (e.g.,
PPLive, PPStream, UUSee), either use their own
streaming servers or use third-party CDN to reinforce
their P2P system. We summarize this method as CDN-
aided P2P system (CAP). In this method, CDN is
served as a backup system for rescuing. When a peer
joins the overlay network, it will be redirected to the
common P2P network first by a P2P tracker. If the
peer cannot obtain enough content from the P2P net-
work, it will ask the tracker for help and be redirected
to a CDN to fetch the required content.

CDN is widely deployed in current P2P streaming
systems. In both PAC and CAP mechanisms, CDN
serves peer nodes in a request-and-service manner. It
blindly uses its capacity to serve as many requesting
peers as possible. CDN does not know serving which
peer will better improve the performance of the overall
P2P system and how long it should serve a particular
peer. This problem, referred to as CDN injection, is
still an open and unsolved problem. It pertains to effi-
cient utilization of CDN to improve the performance of
P2P streaming systems.

2.2 Super Node Selection in P2P Networks

Some researchers have considered how to identify
stable or superior nodes in a large-scale P2P environ-
ment. Wang et al.[23] presented a systematic study
on the existence, importance, and application of sta-
ble nodes in peer-to-peer live video streaming. They
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showed that, although the number of stable nodes is
not very large, their longer life spans ensure their signifi-
cance in P2P streaming delivery. Liu et al.[24] focused
on distilling superior peers in large-scale P2P streaming
systems. They discovered some critical factors that may
influence the longevity and bandwidth contribution ra-
tio of peers based on runtime traces from UUSee. Mitra
et al.[25] developed an analytical framework which ex-
plains the emergence of superpeer networks on the exe-
cution of commercial P2P protocols by incoming nodes.
The results show that the number of superpeers pro-
duced in P2P depends on the protocol as well as the
properties of the joining nodes. These papers identify
stable and super nodes in a pure P2P environment;
no CDN node is actively involved in the super nodes
selection process. Wang et al.[23] used the global log
data collection and statistical analysis method. Their
method is more suitable for finding stable or super
nodes over a longer period, not for the CDN real-time
environment or for efficient identification of stable or
super nodes based on local partial information.

3 PROSE: Proactive, Selective CDN
Participation for P2P Streaming

In this paper, we present PROSE, a system that
proactively and selectively utilizes the capacities of
CDN nodes for P2P streaming.

As described in Fig.1, the basic architecture of
PROSE has two layers: the CDN network layer and the
P2P network layer. The system employs a CDN-aided
P2P (CAP) scheme. CDN proactively joins the P2P
network as a strong and stable node to provide content
service. Different from previous CAP systems, a CDN
node in our system is a passive content provider as well
as a proactive content injector that aggressively injects
content to selected peers to improve performance of the
overall P2P streaming system.

Fig.1. PROSE basic architecture.

3.1 Basic Architecture

In our system, CDN interacts with P2P nodes using
P2P protocol. When one peer node enters the overlay
network, it gets peer list from a P2P tracker or por-
tal. It connects to peers in the list as its neighbors
and obtains content from them. If a peer is struggling
for starting up or cannot play smoothly, it will ask the
tracker for help and be redirected to connect to a CDN
node. When a CDN node receives incoming requests
from peers, it decides which peers it should serve and
how long to serve according to our P2P node selection
algorithm and node replacement strategy. In our sys-
tem, we ascribe a CDN node and a group of peers who
are served by this CDN node to a region. Thus, the
overall system is divided into different regions; each of
them is led by a CDN node. Within each region, the
CDN node can obtain statistical information from its
serving peers to identify the system choke point and
select potential P2P nodes to provide services.

3.2 Overview of P2P Node Selection Methods

The key mechanism of PROSE is how to select P2P
nodes that directly receive content services from CDN
nodes. We call the nodes that receive data directly
from the CDN as the bridging P2P nodes. PROSE
proactively selects bridging P2P nodes not only by their
endpoint upload capacities, but also by their strate-
gic locations, which can determine if they can alleviate
choke points in the distribution of the P2P network.
We refer to the first type of bridging P2P nodes as the
super nodes, and the second type as the choke point
expansion nodes.

A P2P node is considered as a super node, if it has
better properties to serve other peers in the P2P net-
work. Upload capacity, stability, and data availabi-
lity are three most important properties to consider.
In order to select good-property nodes, we propose an
approximation algorithm, based on the statistical in-
formation collected by the CDN node. To measure a
node’s upload capacity in run-time is difficult, due to
the vulnerability of network and dynamical run-time ca-
pacity utilization of a peer. With information collected
by CDN, we are able to estimate the upload capacity
of a peer in a dynamic P2P streaming environment.
Stability is of interest because a more stable node can
serve other peers longer and more reliably. A hidden
factor that prevents us from identifying super nodes is
data availability. If a node has large upload capacity
but little data to serve other peers, it is difficult to
identify this node using run-time statistical feedback
measurements. However, to serve such a super node
will potentially yield better performance gain.



Zhi-Hui Lv et al.: Proactive, Selective CDN Participation for P2P Streaming 543

A choke point expansion node is a node that ex-
pands the choke point of the P2P overlay network by
obtaining services from a CDN node and further bet-
ter serving other common peers. In order to find the
choke point expansion nodes, we propose a feedback-
based, distributed choke point discovery algorithm to
identify topology choke point within local P2P regions.
We test P2P nodes around the choke point to evaluate
their magnification effectiveness to further select choke
point expansion nodes.

We know that P2P streaming system is an overlay
network whose topology is dynamically changing and
contains many heterogeneous peer nodes. Choke point
expansion nodes can dynamically improve the topology
structure in multiple various local P2P regions, thus
achieving the local optimization effect. When P2P net-
work is in the long-term running process, more and
more choke point expansion nodes and super nodes are
gradually filtered out and take a greater responsibility.
Therefore, it is important to proactively and efficiently
find and utilize these two kinds of nodes, specifically
served by CDN nodes.

4 Identification of Choke Point Expansion
Nodes and Super Nodes

In this section, we introduce our novel algorithm
to identify choke point expansion nodes and super
nodes. As discussed earlier, most existing methods
that integrate CDN with P2P systems use the passive
schemes[4,9,13]. That is to say, CDN in those systems
serves peers in a help-as-requested manner. They only
serve peers who are in urgent and hungry states and
request data from CDN. There are two drawbacks of
the passive scheme: first, the assistance from CDN is
activated only by the requests from peers. In other
words, the impact of CDN mainly focuses on rescuing,
instead of optimizing. Second, there is no way for CDN
to further improve the system performance in a proac-
tive manner. In our design, we provide a mechanism for
CDN to discover topology choke point of its local region
and proactively select choke point expansion nodes and
super nodes to help other common peers.

There are a few challenges for our algorithm: 1) How
to identify a topology choke point and choke point ex-
pansion nodes in a local region? 2) How to serve the
choke point expansion nodes and evaluate the CDN’s
proactively injection effect of those peers? 3) How to
identify super nodes? In order to solve these problems,
CDN is applied to collect a small amount of critical
statistical information from peers it serves.

4.1 Identifying Choke Point

We propose a distributed, feedback-based approach

to identify choke point expansion peers within a region.
Through proactively serving these choke point expan-
sion peers, we can improve the performance of the entire
P2P streaming system.

Before figuring out the choke point expansion nodes,
we should be able to identify where the choke point is.
Whenever we find a choke point in a P2P streaming
network, we are able to locate choke point expansion
nodes around it. Through providing services to peers in
its local region, each CDN has a partial view of the to-
tal system. By collecting information from interacting
peers, the CDN can identify choke point of its local re-
gion and further identify choke point expansion nodes.
The idea is to collect blaming reports from insufficient
peers. Whenever a peer connects to CDN to request
data, it indicates that some of its neighbors may have
problem of uploading sufficient data to it. By aggre-
gating these blaming reports, we are able to identify a
weakest spot of the local region. Around this weakest
spot, there is a largest number of starving peers request-
ing CDN for help. We call this spot the choke point of
the region. Take the situation described in Fig.2 for
example, nodes 2, 6 and 8 are starving peers requesting
data from CDN. They report their blamed neighbors,
{4, 5}, {3, 4}, {4}, respectively, when they connect to
CDN. By aggregating these reports, we find out that
node 4 is reported most times from its neighbors. It
indicates that node 4 is the weakest or key spot within
this region. Therefore, we say there is a choke point
around node 4.

Fig.2. Example of identifying choke point expansion nodes.

Information Collection Methodology. When a peer
i connects to a CDN and requests data, the CDN will
ask peer i to provide some simple statistical informa-
tion. Every peer node does not have to periodically re-
port all kinds of information to its regional CDN, just
the information when they request data blocks from
CDN in some cases, as described in Table 1. Every re-
port must include peer ID and time stamp. A common
peer node is expected to report the following: 1) re-
quested block-list and current total stored block-list; 2)
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Table 1. Peer Node Report

Category Content

Peer basic information Peer ID, time stamp

Common peer 1. Requested block-list and current total stored block-list

node report 2. Neighbor-list, the current uploading amount to every neighbor and blamed neighbors

Choke point expansion Decide to serve 3. Buffer-map

node report 4. Playing point

Decide whether continue serving 5. Current uploading amount to every neighbor

6. Buffer-map

7. Upload bandwidth usage

8. Playing point

neighbor-list, the current uploading amount to every
neighbor and blamed neighbors. We cannot directly
get the value of peer i’s current uploading rate Ui(t0).
We use NB i to present peer i’s neighbor list, and de-
note the uploading amount from i to its neighbor j at
time t0 by Uij(t0). The value of Ui(t0) is computed as
(1)[22]: the total uploading amount in a period of time
∆t divided by the time ∆t:

Ui(t0) =
d(Ui)

dt

= lim
∆t→0

∑
j∈NBi

Uij(t0)−
∑

j∈NBi

Uij(t0 −∆t)

∆t
.

(1)

If one common peer node is selected as the choke
point expansion node to be served by CDN, it will re-
port buffer-map, and playing point. When the choke
point expansion nodes receive data from CDN, they
have a better upload ability to serve more peer nodes,
which realizes some amplification and expansion effect.
When CDN decides whether to continue serving this
choke point expansion node, CDN will let it report: cur-
rent uploading amount to every neighbor, buffer-map,
upload bandwidth usage, and playing point. In Table 1,
statistical information items 1∼4 are also needed when
identifying super nodes.

In a practical system, instead of serving all peers,
CDN is only connected by a fraction of peers who can-
not play smoothly. Therefore, the amount of informa-
tion it needs to collect is modest. On the other hand,
uploading small pieces of information does not affect
the performance of the requesting peers, because the
demand of those peers is a high download rate.

Information Aggregation. CDN aggregates all the
information after each short period of time t. We de-
note by Sreq the set of all peers connected to CDN to
request data within time t, and by Snb the set of peers
who are in the neighbor list of node i[22]. Thus,

Snb =
⋃

i∈Sreq
Li. (2)

We assign a weight wj to each j ∈ Snb as follows:

wj =
i∈Sreq∑

j∈Snb

γij , (3)

where,

γij =
{

0, if j 6∈ Li,

1, if f ∈ Li.
(4)

We rank peers in Snb according to their wj and pick
top k peers as choke point expansion peer candidates.
We use CDN to serve the candidates respectively. Af-
ter every time interval tin, we assess the gain of serving
these peers to determine who should be served contin-
ually and who should be disconnected.

In order to evaluate the gain of those active help
from CDN, we introduce magnification effectiveness, a
metric that reflects the magnifying contribution of a
data unit served by CDN. For example, CDN serves a
data unit to a peer p at time t; and some time later, at
time t + k, peer p serves it to m other peers. We say
this data unit is magnified m times at time t + k. The
magnification effectiveness is m/k. From this example,
we know that larger magnification effectiveness leads to
faster data spreading.

There are two steps to calculate the magnification
effectiveness of each peer.

First, we estimate the total magnifying rate of each
peer who is being served by CDN. Based on peer re-
port and (1), at the beginning time t0, we calculate the
uploading rate Ui(t0) of each peer, which is used as refe-
rence uploading capacity; then at every time interval tin
(tin = t − t0), we calculate each peer’s uploading rate
Ui(t). The uploading magnifying rate Um(t) of each
peer i is calculated as follows:

Um(tin) =
Ui(t)− Ui(t0)

t− t0
. (5)

Second, we evaluate the average magnifying contri-
bution of data units. Because of the CDN support
strategy, it is possible that peers do not receive the
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same amount of data from the CDN. For fair compari-
son, we calculate the average magnifying contribution
of each data unit in a peer as the magnification effec-
tiveness. We denote the total data of a peer served by
CDN within time interval tin as Di(t). The magnifica-
tion effectiveness is:

Mi(t) =
Um(t)
Di(t)

=
Ui(t)− Ui(t0)

Di(t)× (t− t0)
. (6)

Therefore, CDN chooses to serve data to peers who
have higher magnification effectiveness. By this way,
we can speed up the data spread in the system. In fact,
these peers are known as choke point expansion nodes
who have great potential to better alleviate the choke
points.

4.2 Indentifying Super Nodes

The choke point expansion nodes help to expand
choke points in the existing P2P topology due to exi-
sting rate allocation. PROSE also evolves the P2P
topology by identifying and serving P2P super nodes
with strong serving-others capacities, thus construct-
ing an effective P2P streaming network with support
of both choke point expansion nodes and super nodes.
PROSE identifies super nodes according to their con-
tent delivery capacities. To better estimate the delivery
capacity of a peer node, we take three key properties
into consideration: upload capacity, stability, and data
availability. A peer with higher upload capacity and
stability can serve more peers for a longer period. These
two properties are intuitive factors for super nodes se-
lection. However, a hidden factor prevents us from iden-
tifying super node is the data availability of a peer, es-
pecially a fresh peer of the system. If a peer has large
upload capacity but little data to serve other peers, it
is difficult to identify this node using run-time statis-
tical feedback measurement. However, we are able to
foresee that identifying and serving such a super node
as early as possible, will give a better potential gain for
improving performance. With statistical information
collected by CDN, we are able to identify super nodes
in dynamic environments.

Upload Capacity. To measure upload capacity of a
node in run-time is difficult, due to the vulnerability
of network and dynamical run-time capacity utilization
of a peer. As Table 1 describes, with the information
collected by CDN, we can estimate the upload capacity
of a peer in a dynamic network environment according
to the following formulas:

UC
i (t) = β × UC

i (t− 1) + (1− β)× U t
i , (7)

β =
U t−1

i (t) + U t−2
i (t)

2× UAvg
i (t)

, (8)

where UC
i (t) and UC

i (t−1) are the approximated upload
capacity of peer i at time t and time t− 1, respectively.
U t

i (t), U t−1
i (t) and U t−2

i (t) are upload rate at time t,
t− 1 and t− 2 (the last three sampling times), respec-
tively, which are computed as in (1). UAvg

i (t) is the
average upload rate of peer i from t−2 to t. Therefore,
β is a historical factor coefficient.

Stability. Stability Si(t) is considered because a
more stable node can serve other peers longer and more
reliably. The longer life time a peer has in a session,
the higher probability it will keep staying in the ses-
sion in future, thus it is considered as a more stable
peer. Besides, we also prefer a stable peer who joins
the system earlier because potentially an earlier peer
has more time to serve others. Therefore, to evaluate
the stability property of a peer, we consider both its
life time and the time it joins the session. We compute
the stability property of a peer i at time t as follows:

Si(t) =
t− t0

L
× L− t0

L
=

(t− t0)× (L− t0)
L2

. (9)

In above formula, L is the entire life time of the ses-
sion, t0 is the time peer i joins the session. L− t0 com-
putes the remaining time of the session that peer i can
stay. The earlier peer i joins, the longer the remaining
time will be.

Data Availability. Data availability Ai(t) is calcu-
lated by the buffer ration of peer i at time t as:

Ai(t) =
∑tend

i=tbg
Blk i

/ ∑tend

i=tbg
Buf i. (10)

Here tbg and tend are the beginning and ending time
of the current window, Blk i is the size of node i’s cur-
rent total stored block in its buffer, and Buf i is node
i’s buffer size. This information can be retrieved from
the peer report as described in Table 1.

Combined Model. We combine the above three met-
rics to compute the overall approximation capacity
Pi(t) of a peer i using the following model:

Pi(t) = exp[η1×Si(t) + η2×UC
i (t)− η3×Ai(t)]. (11)

Here η1, η2, and η3 are smoothing factors between 0
and 1. Note that higher Pi(t) indicates higher possibi-
lity that the peer i is to be selected as a super node.

5 Serving Choke Point Expansion Nodes and
Super Nodes

Since the overall capacity of CDN is not unlimited,
we should consider how many peers the CDN can serve
aggressively and how long they serve each peer. The in-
tuitive consideration is that, for those peers with high
magnification effectiveness, we should serve them long
enough, so that they can maximally assist other peers,
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including choke point expansion nodes and super nodes.
For those peers without magnification effectiveness, we
should limit the service time to them. Therefore, an
adaptive peer replacement strategy is needed for CDN
to better replace its service list.

In order to better utilize the capacity of the CDN
and prevent one from overusing it, we take the up-
load capacity of the CDN, UC

CDN, into consideration.
In our design, we first guarantee enough capacity for
the requesting peers who cannot play well (in the pas-
sive scheme). The capacity of CDN used for proactive
service should satisfy the following constraints:

UC
CDN =

∑
i∈Sreq

UCDN,i(t) +
∑

j∈Sagg
UCDN,j(t),

∑
i∈Sreq

UCDN,i(t) = (1− α(t))× UC
CDN,

∑
j∈Sagg

UCDN,j(t) = α(t)× UC
CDN. (12)

Here UCDN,i(t) is the uploading rate from the CDN
to peer i at time t, Sreq is the set of peers who can-
not play well and need data urgently. Sagg is the set
of choke point expansion nodes and super nodes that
are served by the proactive CDN scheme. a(t) is an
adjustable coefficient at time t. a(t) is also a key pa-
rameter that determines whether we can efficiently uti-
lize the CDN capacity. According to Theorem 1[26], r is
the streaming rate (in bps) and the maximum achiev-
able streaming rate rmax is given by:

Theorem 1.

rmax = min
{

us,
us +

∑n

i=1
ui

n

}
, (13)

where us (in bps) is the total upload rate of all the CDN
servers, ui is peer node i’s upload rate, i = 1, 2, 3, . . . , n.

Peer nodes join and depart according to the Pois-
son distribution, so we have ρi = λi/µi. Recall that
Pi(t) denotes the number of active type-i peers at time
t[26]; here, P1(t) and P2(t) are the choke point expan-
sion/super node number and common peer node num-
ber respectively. The appearing probability of P1 and
P2 is f1(P1) × f2(P2). u1 and u2 are the choke point
expansion/super node and common peer node’s average
upload rate respectively. η is the average upload band-
width utilization rate of P1 and P2. In this situation,
according to Theorem 1[26], the CDN server’s upload
bandwidth need is:

us = (P1 + P2)× r − (P1 × u1 + P2 × u2)× η. (14)

Now let us consider the total expectation value of
CDN upload bandwidth listed as below[22]:

us =
∑

[(P1(t) + P2(t))r − (P1(t)u1 + P2(t)u2)]×
f1(P1)× f2(P2)

=
∞∑

j=0

∞∑

i=0

e−ρ1 × ρi
1

i!
× e−ρ2 × ρj

2

j!
× [(i + j)× r−

(iu1 + ju2)× η]

=
∞∑

j=0

∞∑

i=0

e−ρ1 × ρi
1

i!
× e−ρ2 × ρj

2

j!
× [(i× (r − u1η)+

j × (r − u2η)]

=
∞∑

j=0

∞∑

i=1

e−ρ1 × ρi
1

(i− 1)!
× e−ρ2 × ρj

2

j!
× (r − u1 × η)+

∞∑

j=1

∞∑

i=0

e−ρ1 × ρi
1

i!
× e−ρ2 × ρj

2

(j − 1)!
× (r − u2 × η)

=
∞∑

i=1

e−ρ1 × ρi
1

(i− 1)!
×

∞∑

j=0

e−ρ2 × ρj
2

j!
× (r − u1 × η)+

∞∑

i=0

e−ρ1 × ρi
1

i!
×

∞∑

j−1

e−ρ2 × ρj
2

(j − 1)!
× (r − u2 × η)

= ρ1 × (r − u1 × η) + ρ2 × (r − u2 × η)
(
because : xex = x

∞∑

i=0

xi

i!
=

∞∑

i=0

xi+1

i!

)

=(ρ1 + ρ2)× r − (ρ1 × u1 + ρ2 × u2)× η. (15)

We compute a(t) according to:

α(t) = us = (ρ1 +ρ2)×r−(ρ1×u1 +ρ2×u2)×η. (16)

Therefore, at any given time t, the capacity of CDN
can be used in the proactive CDN scheme Cagg(t) as
follows:

Cagg(t) =
∑

j∈Sagg
UCDN,j(t)

=UC
CDN((ρ1 + ρ2)× r − (ρ1u1 + ρ2u2)× η).

(17)

The initial value of α(t) is 0.2. Through comput-
ing, if α(t) < 0, then α(t) = 0.2. If α(t) > 1, then
α(t) = 0.8.

CDN can get the average value ρ1 and ρ2, η through
collecting statistical data from the requesting peer
nodes at each time interval tin.

η =
(ρ1 + ρ2)× r − Uu

CDN

ρ1 × u1 + ρ2 × u2
. (18)

Uu
CDN is the total actual bandwidth consumption

value of all CDN nodes. Based on (2)∼(4), (11), CDN
first selects the top K (K = Cagg(t)/r) choke point ex-
pansion nodes and super nodes to directly serve with
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the streaming rate r. Both nodes enter the ranks of
K according to a first-come-first-served order. After-
wards, CDN evaluates these K nodes according to their
magnification effectiveness and updates the top k nodes
periodically.

6 Experiments and Analysis

We have implemented a P2P live streaming pro-
totype system based on our novel scheme. First, we
construct the emulation experiments using both well-
known commercial and experimental environments,
Amazon EC2 and Emulab. We deploy our source server
and CDN servers in Amazon EC2 and run our P2P sys-
tem in Emulab. In order to simulate the real environ-
ment, we use three types of peers with maximum upload
capacity of 384 Kbps, 512 Kbps and 1 024 Kbps, respec-
tively. Since the scale of Emulab is limited, to better
evaluate the performance of our algorithm, we further
carry out a larger-scale simulation experiment using the
well-known simulator in [28]. The detailed parameter
settings of our experiments are shown in Table 2.

To evaluate our proposed algorithms, we compare
our PROSE algorithm with existing NATIVE-CDN-
P2P algorithm, similar to Livesky, as proposed in [3,
9]. In the NATIVE-CDN-P2P scene, each arriving peer
node selects a certain number of nodes as its neigh-
bors from the tracker. At the same time, some startup
or emergent peer nodes will be redirected to one CDN
node which has the minimum delay to that peer node.
A CDN node serves a fixed subset of P2P peers in a
first-in-first-out (FIFO) and best effort manner. There-
fore, all peer nodes will be separated into different re-
gions. Each region is led by a CDN node. In our
experiments, PROSE is based on our proposed algo-
rithm: identifying and serving choke point expansion
nodes and super nodes. As mentioned, the choke point
expansion nodes can expand choke points in the existing
topology according to existing rate allocation. PROSE
also improves the P2P topology by identifying and serv-
ing P2P super nodes with strong delivery capacities.

In the NATIVE-CDN-P2P experiment, every CDN
node will use its maximum bandwidth to serve every
requesting peer node until overload. In the implemen-
tation scheme of PROSE, based on (12)∼(18), every
CDN node divides their upload bandwidth into two
parts, the passive serving part for startup or urgent
nodes, and the proactive serving part — α(t) for choke
point expansion nodes and super nodes.

In our experiments, we use the following metrics
to evaluate performance, which together represent the
quality of service experienced by end users.
• Startup latency : the time from when an end user

joins the session of the video stream to when it has
received enough data blocks to start playback;
• Playback delay : the time taken for a data block to

be generated by the source to when it has been played
by all end users;
• Total CDN upload bandwidth utilization rate : the

proportion of current used upload bandwidth of CDN
to the total bandwidth provided by CDN;
• Average download rate : the average amount of

data downloaded by each peer per second, including
content data and message overhead;
• Average overhead : the average data amount of re-

porting and exchanging messages among peer-and-peer
and peer-and-CDN (except content data) each peer per
second, such as peer nodes buffer-map exchanging, peer
node reporting information to CDN.

6.1 Emulation Experiments and Analysis

We first carry out emulation experiments with two
CDN nodes in Amazon EC2 and 100 peer nodes in Em-
ulab, as described in Table 2.

Fig.3 shows the cumulative distribution function
(CDF) of the startup latency of the NATIVE-CDN-
P2P system and our PROSE-CDN-P2P system with
100 nodes. In the PROSE-CDN-P2P system, average
startup delay is 9.37 seconds, while in the NATIVE-
CDN-P2P system, average startup delay is 11.46 sec-
onds.

Table 2. Experimental Settings

Experiment Methods Emulation Simulation

Number of peers 100 at Emulab 1 000

Streaming rate 512Kbps 512Kbps

Peer upload capacity 1Mbps/15%, 512 Kbps/15%, 384 Kbps/70% 1Mbps/20%, 512Kbps/30%, 384Kbps/50%

Peer download capacity 2.5Mbps 2.5Mbps

Source upload capacity 1 source server, 3 840Kbps 1 source server, 3 840Kbps

CDN upload capacity 2 CDN servers at EC2 each 10Mbps 4 CDN servers, each 10Mbps

Piece size 60KB 60KB

Sub-piece size 1 KB 1KB

Session length 300 seconds 300 seconds

Buffer time (size) 35 seconds 35 seconds

Average neighbors 15 15
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Fig.3. 100-node startup latency comparison result.

Fig.4 illustrates the CDN nodes total utilization
rate. We observe that, PROSE CDN utilization is 0.95,
while Native CDN utilization is only 0.63. Fig.5 shows
the average download rate CDF of these two systems.
As the live stream playing rate is 512Kbps, we observe
that almost all peer nodes can play well in both sys-
tems. But the download rate of the NATIVE-CDN-
P2P system is larger than that of the PROSE-CDN-
P2P system. This is because the NATIVE-CDN-P2P
system has more message exchanging overhead than the
PROSE-CDN-P2P system.

Fig.4. 100-node CDN total utilization rate comparison result.

Fig.5. 100-node average download rate comparison result.

As Fig.6 shows, PROSE-CDN-P2P average overhead
is 428.08 bytes/second per peer, while NATIVE-CDN-
P2P average overhead is 1 080.23 bytes/second per peer.
This is because the CDN proactive serving method
decreases the message exchanging among peer nodes.
Therefore, our PROSE algorithm achieves more than
half reduction of the message overhead, as PROSE can
maximize CDN usage and decrease peers message ex-
changing.

Fig.6. 100-node average overhead comparison result.

Fig.7 shows the 100 nodes’ average playback delay
of the NATIVE-CDN-P2P system and our PROSE-
CDN-P2P system at 300 seconds of session time. We
notice that the playback delay has reduced from ap-
proximately 4 700 ms to 2 300 ms. In PROSE, CDN di-
rectly, selectively helps the choke point expansion nodes
and super nodes, making the playback delay greatly re-
duced.

Fig.7. 100-node playback delay comparison result.

6.2 Simulation Experiments and Analysis

In the following simulation experiment, we increase
the node scale to 1 000. We use a well-known P2P
streaming simulator developed by Zhang et al.[28] This
simulator only supports a general P2P pull-based live
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streaming scheme. We refine the simulator and add a
configurable CDN layer into this simulator. In our ex-
periment, we can easily configure multiple CDN nodes
as strong nodes to simulate a NATIVE-CDN-P2P sys-
tem and a PROSE-CDN-P2P system, respectively. A
CDN node will have much greater upload capacity
(10Mbps) and maintain a larger number of neighbors.
We have four CDN nodes in 1 000-node experiment.
They provide all data blocks of the video stream. When
peers join the system, they will connect to existing P2P
peers through a tracker. If the data from P2P neigh-
bors of a peer cannot satisfy the streaming rate, this
peer will be redirected to a CDN node with minimum
delay to acquire additional data. CDN will use the pas-
sive serving part for startup or urgent nodes, and use
the proactive serving part for choke point expansion
nodes and super nodes.

Fig.8 shows the CDF of the startup latency of the
two systems on a 1 000-node scale. In the PROSE-
CDN-P2P system, the average startup delay is in 13.4
seconds, while in the NATIVE-CDN-P2P system, the
average startup delay is 13.57 seconds. This is because
after the choke point expansion nodes and super nodes
directly obtaining the help of the CDN, they played
better amplification affect.

Fig.8. 1 000-node startup delay comparison result.

At the same time, PROSE CDN utilization rate is
0.94, while Native CDN utilization rate is 0.86, as seen
in Fig.9. We can see that when CDN is divided into
two parts: the passive serving part and the proactive
serving part and the proactive serving part can make
CDN more fully utilized, thus increasing CDN usage.

We see from Fig.10 that PROSE average overhead is
only 380.56 bytes/second per peer, while Native average
overhead is 1 370.86 bytes/second per peer. Therefore,
our PROSE system reduces the overhead by more than
72%. This is because the CDN directly helps the choke
point expansion nodes and super nodes, thus reducing
the interaction between the CDN and the common peer

Fig.9. 1 000-node CDN total utilization rate comparison result.

Fig.10. 1 000-node average overhead comparison result.

nodes, also reducing the interaction among the common
peer nodes.

Fig.11 shows the 1 000 nodes’ playback delay of
the NATIVE-CDN-P2P system and our PROSE-CDN-
P2P system at 300 seconds of session time. With our
passive-proactive-hybrid CDN serving approach, the
playback delay has been reduced from around 6 800 ms
to 5 800ms. This is because that the CDN node in
PROSE system is a proactive content injector that
aggressively injects content to the selected choke point

Fig.11. 1 000-node playback delay comparison result.
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expansion nodes and super nodes to improve the overall
P2P streaming system performance.

In the above experiments, we let 1 000 peer nodes
join the streaming system according to the Poisson dis-
tribution at the beginning. In the following experiment,
we construct a dynamic jitter scenario and compare
NATIVE-CDN-P2P and PROSE-CDN-P2P schemes.
We first let 600 peer nodes join the system for 150 sec-
onds, and then the other 400 nodes join the session
simultaneously between the 160∼170 second interval to
simulate a dynamic jitter.

Figs. 12∼15 compare the experimental results. In
this simulation, the average startup delay of PROSE is
17.66 seconds, compared with 19.24 seconds from the
NATIVE-CDN-P2P system; PROSE-CDN-P2P uti-
lization rate is 0.95, while NATIVE-CDN-P2P uti-
lization rate is 0.85. PROSE average overhead is
790.87 bytes/second per peer, while NATIVE-CDN-
P2P average overhead is 2 978.4 bytes/second per peer.

Fig.12. 1 000-node startup latency comparison result with dy-

namic jitter.

Fig.13. 1 000-node CDN total utilization rate comparison result

in the presence of dynamic jitter.

The PROSE-CDN-P2P scheme also has improved
the live streaming playback delay performance to a
little extent, as Fig.15 shows. When the dynamic ji-
tter happens between the 160∼170 second interval, the

Fig.14. 1 000-node average overhead comparison result with dy-

namic jitter.

Fig.15. 1 000-node playback delay comparison result with dy-

namic jitter.

NATIVE-CDN-P2P system’s playback delay increases
to 30 000 ms, while PROSE’s playback delay only in-
creases 25 000ms. After around 200 seconds, the play-
back delay of PROSE decreased faster. This is because
both choke point expansion nodes and super nodes am-
plification effect makes the system return to normal
from dynamic jitter faster.

7 Conclusions and Future Work

In recent years, a large number of commercial P2P
streaming systems have been widely deployed in the In-
ternet. In order to increase P2P reliability, many P2P
application providers have begun to rely on CDN ser-
vices. However, the cost of using CDN is expensive,
especially, with a huge population of users visiting it.
Therefore, how to efficiently utilize CDN capacity, in
particular selecting which peers to connect to CDN, is
a significant open problem.

Previous studies do not solve the problem of which
P2P nodes should receive service from the CDN. Based
on the key problem of CDN passive and inefficient serv-
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ing P2P, we designed PROSE, a novel proactive, se-
lective CDN participation scheme for P2P streaming.
We have developed a prototype system and conducted
emulation and simulation experiments to validate our
scheme. There are several improvement directions for
our future work. First, how CDN nodes can iden-
tify super nodes better, particularly in the early stage
when nodes joining. Second, in every CDN-covered re-
gion, when every CDN node gathers local information
from some peer nodes, how CDN nodes utilize CDN
multiple nodes natural collaboration mechanism to ex-
change local information and get more global infor-
mation. Making use of this collaboration mechanism
will help find more choke point expansion nodes and
super nodes. Third, CDN nodes just use requesting
peer nodes’ report information, rather than large-scale
monitoring information, to identify choke point expan-
sion nodes and super nodes. In this situation, how
to further improve the recognition accuracy and effi-
ciency, especially while updating the high-quality node
list? Fourth, cloud computing era calls for a more
open content service mode, which requires content ser-
vices become available on-demand and be utilized in
an open and loosely-coupled fashion. Although the re-
search community has put much effort into CDN-P2P-
hybrid technology, many hybrid architectures belong to
the tightly-coupled hybrid model. To the best of our
knowledge, the loosely-coupled hybrid model is less ex-
plored. We have researched the Web services and repre-
sentational state transfer (REST) based CDN, P2P and
VoD (video on demand) loosely-coupled hybrid models
in [19-20, 22]. As our next step, we will look into cloud-
oriented loosely-coupled CDN-P2P-hybrid models. Fi-
nally, we plan to carry out larger-scale experiments
through improving our prototype system and working
on real deployment in our ongoing CNGI (China Next
Generation Internet) project — National Higher Ed-
ucation Conference Video Resources Sharing Project,
which now has more than 50TB academic video con-
tents and hundreds of thousands of users.
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