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Abstract Recommender systems (RS) have been found supportive and practical in e-commerce and been established
as useful aiding services. Despite their great adoption in the user communities, RS are still vulnerable to unscrupulous
producers who try to promote their products by shilling the systems. With the advent of social networks new sources of
information have been made available which can potentially render RS more resistant to attacks. In this paper we explore
the information provided in the form of social links with clustering for diminishing the impact of attacks. We propose
two algorithms, CLUTR and WCLUTR, to combine clustering with “trust” among users. We demonstrate that CLUTR and
WCLUTR enhance the robustness of RS by experimentally evaluating them on data from a public consumer recommender

system Epinions.com.

Keywords

1 Introduction

Recommender systems (RS) have been proved ef-
fective tools of e-commerce for helping users to choose
potentially appealing products. Collaborative filtering
(CF), the approach that has been widely used in RS,
makes recommendations to the users by aggregating
the inputs from their most relevant users known as
“neighbors”.

“Neighbors” are useful only when they are reliable.
Attackers could inject a large number of fake profiles,
called shilling profiles or bots, in a way that they be-
come similar and hence influential to victim users, with
the purpose to promote (push attack) or to discredit
(nuke attack) some products.

The free access provided by web-based RS can put
them at risk and make them exploitable by attackers.
The best known types of shilling attacks are Random-
Bot and AverageBot!'!. When injecting shilling profiles,
RandomBot requires little information of each particu-
lar user as it creates fake profiles by randomly sampling
from uniform distribution. The AverageBot is more
powerful. It creates fake profiles sampled in a normal
distribution with a mean averaged on all users’ ratings.
When promoting (or discrediting) a target product, at-
tackers make all fake users give this product the high-
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est rating (or the lowest rating). As the fake users are
close neighbors to genuine users, their ratings on target
products will affect the predicted ratings in RS for the
genuine users. Defeating these attacks has been one of
the challenges of RS research[?-].

Since shilling profiles are generated from the same
distribution and have the same ratings on target prod-
ucts, fake users are much more likely than genuine users
to be highly similar to each other. Filtering out shilling
users by clustering has been studied in [2, 4]. Clustering
has also been employed in RS for improving prediction
accuracy and scalability0). It partitions the users of
an RS into clusters based on the rating data, and pu-
rifies the neighborhood by maximizing the similarities
between users and their cluster centers. Besides user-
based clustering, partitioning on items has also been
explored!*?| but was found less practical and useful for
RS.

Similarities based on user rating behaviors express
the correlation of users’ preferences. This measurement
has two key issues. First, it can be easily manipulated
by attackers through creating fake profiles. Second, it
causes false alarm on reporting a cluster of shilling users
who can be a group of genuine users with very similar
preferences.
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In order to prevent recommendations from being
mis-represented, we seek for other sources of informa-
tion to guide the clustering of user profiles. The ad-
vent of social networks has made external sources of in-
formation available, like the “trust” that people place
on one another, which has already been used in RS
for improving the recommendations/®®11.  Social in-
formation is more difficult than user rating profiles to
imitatel'?l. Genuine users can receive incoming trust
from anyone in the social graph, while fake users would
be only trusted by other fake users. We are therefore
motivated to explore how social-based clustering can
secure RS.

In this work, we design two methods for building
robust RS to prevent profile injection attacks through
introducing the explicit trust from the social data in the
process of clustering users. They are named as CLUTR
(clustering by using “trust” to filter out suspicious fake
users) and WCLUTR (clustering with weighed similari-
ties derived from “trust”). We evaluate the effective-
ness of our methods for preventing shilling attacks on
data from a public consumer RS FEpinions.com, and
compare them with the ordinary CF approaches. The
experimental results show that both proposed methods
can highly improve the robustness of RS against shilling
attacks. More specifically, our proposed algorithms are
20 times more robust than the conventional user-based
CF algorithm in various attack models.

In the rest, we discuss related work in Section 2,
describe designed methods to resist shilling attack in
Section 3, report evaluation results in Section 4, and
finally conclude the paper in Section 5.

2 Related Work

Shilling attacks potentially harm the recommender
system and therefore they are receiving more and more
attention along with the increasing importance of RS.
Lam and Riedl explored several open questions regard-
ing the effectiveness of shilling attacks (RandomBot
and AverageBot)[]. They found that user-based CF
algorithms were less tolerant to shilling attacks than
item-based CF algorithms. Watching for sharp changes
in the value of traditional algorithm performance met-
rics such as mean absolute error (MAE) may be useful
for detecting some attacks. However, many effective at-
tacks will not be visible through simple aggregate met-
rics like MAE. In addition, new or obscure items, par-
ticularly in the user-based CF algorithm, are especially
susceptible to attack.

Mobasher et al. studied six different attack models
and measured their effectiveness in both user-based and
item-based CF[3l. The prediction shift and hit ratio
were used to measure how attacks can affect the RS.

Their results show that the different types of attacks
can effectively and practically harm the standard CF
algorithms. The same authors in [14] presented a for-
mal framework for specifying attack models and attack
profiles and introduced a classification approach for at-
tack detection. Their work mainly focused on showing
the effectiveness of an attack, rather than the detection
of attacks. Particularly, a type of segmented attack was
studied. Unlike RandomBot and AverageBot that have
no special target users, this segmented attack pushes an
item to a targeted group of users with known or easily
predicted preferences. Profiles are inserted that maxi-
mize the similarity between the pushed item and items
preferred by the group. The segmented attack is both
effective and practical against standard item-based CF
algorithms.

The detection of shilling attack has also been stu-
died. Su et al. worked on finding the group shilling,
which is a type of coalition shilling attack[l. They con-
structed a bipartite graph for the users and items, and
used similarity spreading algorithm to find user clus-
ters. They then labeled one cluster to be an abnormal
group of shilling users, if the size (number of members)
and average similarity of this cluster with the other
clusters were smaller than pre-defined thresholds.

With the assumption that shillers work together and
they are highly correlated, Mehta used probabilistic la-
tent semantics analysis (PLSA) and principal compo-
nent analysis (PCA) to eliminate the clusters of shilling
users!?l. PLSA, a soft clustering method, computes a
probabilistic distribution over communities (clusters of
users) based on latent factors. It has been employed to
remove much of the influence of biased attack profiles
for model-based systems in [3]. PCA, a linear dimen-
sionality reduction model, was used to select dimensions
which are very different, or as in this work, very simi-
lar to other dimensions. The intuition of identifying
the community (cluster of users) to be removed is that
the cluster containing shilling profiles will be tighter,
leading to lower average distances from the centroid of
the cluster. Therefore, average Mahanalobis distance
of a community was used to examine how closely knit
a community is.

Zhang et al. detected the attacks by treating the
ratings for an item as a time series according to their
given timel’!. The sample average and sample entropy
within a disjoint window of k consecutive ratings are
calculated to capture the change in an item’s likability
and the distributional change in an item’s ratings.

To challenge the RS, Cheng and Hurley!*®! created
the effective random attacks and average attacks with
very low pair-wise similarities, dropping the assumption
of high similarities among malicious attack profiles in
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[2]. The authors showed that k-means and k-NN can-
not detect such low diversity attacks. The same authors
have shown in [16] that it is wrong to conclude that
model-based algorithms are more robust than memory-
based ones.

Trust is the relationship of users and partially re-
flects the acceptance of preferences of others. It has
always been a concern for computer scientists and
much work has been done to formalize it in comput-
ing environments!'?. Trust can either be implicit, that
is automatically inferred from other data, or it can
be explicitly expressed directly by the users, a very
common characteristic of social networks. Employing
forms of explicit or implicit trust to boost recommen-
dations performance has been a subject of research in
RS. Ziegler and Lausen studied the correlation between
explicit trust and user similarity in RSI'7l. They argued
that similarity is specific to the application domain that
the trust network is formed to. TrustWalker, proposed
by Jamali and Ester, is a random walk model for com-
bining trust-based and item-based recommendation!8!.
Their approach aims to improve the performance of rec-
ommendations on sparse data with the utilization of
trust network.

Massa and Avesanil!?! have incorporated the explici-
tly provided trust links of users into the mechanism of
prediction of item ratings. Ma et al. further inves-
tigated the influence of trusted friends in the on-line
behaviour of a user, making use of the trust from the
social graph in [20]. Furthermore, in [21] they elabo-
rated how both user trust and distrust information can
benefit the RS.

Despite clustering and trust have been combined to-
gether to improve recommendations(®®!, to the best of
our knowledge there is no related work using both of
them for protecting the RS. Yet more important, in
previous research in recommender systems security, at-
tacks on social profiles have not been studied in conjuc-
ntion with shilling profiles.

3 Shilling Attack Prevention by Clustering

As discussed in [1], the user-based CF is less resistant
to attacks. Our paper aims at building a robust user-
based CF which is resistant to the AverageBot push
attack. In this section, we first present the mechanism
of the push attack model and then introduce our two
proposed methods: CLUTR and WCLUTR.

3.1 Shilling Attacks Models

AverageBot Model. A push attack aims to push up
the rating of a target item. Intuitively, the attacker will
inject a number of fake user profiles. These Nty users
rate the target item by the highest rating, e.g., 5, while
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they rate the other randomly selected Ngjjer items by
samples of a normal distribution whose mean is equal
to the averaged rating of these items given by a set of
normal users. The high similarity between normal users
and the injected fake users on rating the filler items is
what makes these normal users potential victims.

We show an example of average attacks in Table 1,
where two fake users are injected and they rate 5 (the
highest rating) to the target item Itemgarge; that will
be pushed to normal users and rate a filler item 7 by a
random value sampled from N (p;, o). p; is the average
rating of item 4. o is a constant set to 1.1 as sug-
gested by [1] considering that this information is not
available to attackers which are forced to make an edu-
cated guess. The non-target and non-filler items keep
the record unchanged. The setting of parameters Ngake
and Ngjer in attack model will be discussed in Subsec-
tion 4.1.

Table 1. Example of Average Attacks

Item Ttemso Items Itemy --- Itemtarget - - -
User; 4 2 2
Usera 5 3 ..
Usergare N (p1,0) N(p3, o) 5
Userfaxe N(:u‘lz J) N(/'L27 0') 5

Shilling Social Trust Model. We intend to use social
“trust” information in our proposed RS. Apparently,
attacks can inject shilling social trust too. We assumed
that a malicious user would behave accordingly and pre-
tend to trust normal users and his/her accomplices, fol-
lowing the intuitive scenario of attempting to establish
social connections with victims. The different scena-
rios will be discussed in Subsection 4.1. This shilling
trust model, along with the average attack model, as-
sumes generation of random connectivity in the social
network, originated from the fake users.

3.2 Clustering Using Explicit Trust

The two proposed attack-resistant schemes are based
on clustering of users. The intuition behind the idea of
applying clustering is that malicious users would be al-
located into different clusters from the legitimate users,
and thus their influence to targets will be minimized.
We use a widely adopted clustering method, called k-
means, to group the similar users. Theoretically, this
method partitions a set of N points into a predefined
number K of clusters {Cx,k = 1,..., K}. Every data
point z; is associated with its nearest cluster center,
one of {my,k =1,..., K}, where the cluster center my,
is the average of all data points that belong to this clus-
ter. k-means clustering minimizes the sum of squared
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distance between each point and its cluster center:

S Y de

k=1z2,€Ck

_mk )

where

my = |Ok| Z Ty, (1)

z;€CY

and |Cy| is the number of users belonging to cluster Cy.

In user-based CF when clustering users, the distance
d(z; —my)? is computed as the average of Pearson simi-
larity between user x; and all other users in the same
cluster. In this case, the clustering aims to maximize
the sum of inner-cluster averaged Pearson similarities:

K
ZT > > Saiay),
k=1

2;€EC x; EC

where S(x;,x;) is the Pearson similarity between x;
and z;. The k-means algorithm begins by choosing a
number of centers and recursively adjusting the cen-
ters’ locations. However this heuristic approach can-
not guarantee a global minimum for the sum in (1)
as it may converge close to a local minimum due to
randomly selected initial cluster centers. In order to
achieve more reliable results, a variation of k-means
called k-means++ proposed by Arthur et al.[2?]
ployed in this paper. By incorporating carefully se-
lected initial cluster centers, k-means++ increases the
chances of reaching the global minimum. It was also
shown to be able to reduce the computational timel22.

The algorithm comprises four steps as follows:

1) Randomly choose the first center x.; among the
data points (z1,za,...,Ty);

2) Calculate the distance (d1, da, . .., d,) of each data
point to its closest center point (2.1 when only the first
center is available);

3) Choose a new center from the remaining non-
center data points. The probability p; of a particu-
lar data point x; being selected is proportional to the
square of d; calculated in step 2. p; can be calculated
using basic principle in probability;

4) Repeat steps 2 and 3 until k centers have been
chosen. Then proceed with the standard k-means.

Pearson’s correlation coefficient!??]
mender system is used to express the similarity in taste
of two users as far as their rating profiles. The Pearson’s
correlation coefficient of users u and v is calculated as:

o Z (Tu,k - 'Fu)(rv,k - /Fv)
Wy,

e \/Z(Tu,k‘ —Tu)? D (Tw — fv)2,

where 7, and 7, denote as the average of all ratings of

is em-

in a recom-

(2)

user v and v respectively, while r, ; and 7, are the
ratings for item k given by users u and v.

To build robust RS by combining clustering and so-
cial trust, we design two different methods to enhance
the genuine neighborhood: CLUTR and WCLUTR in-
troduced in the following.

CLUTR: Clustering with Trust-Based Filtering. In
this method, users are firstly clustered by k-means++
based on their profile similarity, w,, ., calculated by (2).
To exclude the potentially fake users from the recom-
mendation process, we apply filtering on the formed
clusters. Following the well-founded conjecture in real
social networks, suspicious and unreliable users are con-
sidered as those whose incoming trust from any other
members of the same cluster is null. Moreover, to make
the computation of predictions meaningful we exclude
clusters whose population is smaller than a threshold .

WCLUTR: Clustering on Weighted Social Simila-
rity. On top of rigidly filtering out the suspicious fake
users in CLUTR, we incorporate the trust information
into the computation of the similarity between users
and develop the method called WCLUTR. We define
a new function for measuring the social similarity of
users, derived from their social connectivity with oth-
ers. This idea is inspired from [8], where the predic-
tion accuracy had been improved through weighting the
similarities by trust. We call Saverage the social simila-
rity between two users:

T, NTy|  |TuNTy
Savera e\U, = 7( )7
) =\ TImr T

where T,, and T, are the sets of trusted users by user u
and v, respectively. |- | measures the number of mem-
bers in a user set.

We then combine it with the profile similarity w,, ,
computed with Pearson’s formula to receive the new
weighted similarity wysihted,

wmevighted = wu,v(l + aSaverage(ua U)) (3)

The parameter « is used to adjust the contribution of
trust similarity. The setting of this parameter will be
discussed in Subsection 4.1. wfﬁ}ghmd is used for clus-
tering in WCLUTR.

Classic user-based CF systems employ Resnick’s for-
mula for the prediction of recommendation of user u on
item 4:

Zvecu (W0 (T0,i = T)]
ZUECU,

where 7, is the average rating value of user u, 7, is the
average rating value of user v, and r,; is the rating of
user v on item 7. In our clustering-based methods, the

: (4)

Puyi =Tu +

Wy |
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neighborhood of user u is only considered inside his/her
cluster C,,, meaning that a prediction in (4) would in-
volve neighbors from a single cluster C,, instead of the
whole population. In WCLUTR algorithm, w,,, in (4)
is replaced by w)f";jghted similarity when computing pre-
dictions.

In general, CLUTR and WCLUTR algorithm proceed
with the following steps:

1) obtain user cluster (C1,Cs,...,Ck) by k-
means-++, using profile similarity w,, , for CLUTR and
wysiehted similarity for WCLUTR;

2) dismiss small clusters that have no sufficient num-
ber of members;

3) apply trust filtering described in Algorithm 1.

Algorithm 1. Filtering with Trust
for each cluster C} do
for user u in the cluster Cy do
if user u has no incoming trust within the cluster
then label it as belonging to NO cluster
end if
end for

end for

The whole process of CLUTR and WCLUTR algo-
rithm is described in Fig.1.

4 Experimental Evaluation

In this section, we will report the data and evalu-
ation results. CLUTR and WCLUTR are tested under

Kmeans++
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various attack models. They are expected to make ac-
curate recommendations for both the non-target items
and more importantly the target items.

4.1 Data and Metrics

The dataset we use is taken from a commercial RS
Epinions.com, collected by Paolo Massa in 2003%. The
reason we choose this particular dataset is that it pro-
vides directional trust information along with user rat-
ings for items. To limit the computational complexity
of the testing set up, we use a subset of the data that
contains randomly selected 5000 users along with their
206000 trust expressions and 1.1 million ratings for
103 000 products.

The push attacks are injected according to the Ave-
rageBot model as introduced in Subsection 3.1. The
number of injected fake users Naye is set to 25, 50 and
100 for evaluating the robustness of our designed met-
hods w.r.t. various intensity of attacks. The number of
filler items Ngper 1S set to Napitem X 1% = 1000, where
Nallitem 1 the total number of item (products) in the
dataset. When clustering users into groups, the num-
ber of clusters produced by k-means is set to K = 10 so
that the clusters would have sufficient number of users
for deriving safe conclusions. The untrustable clusters
are dismissed if their size is smaller than ¢t = 30. The
adjusting parameter « for weighting similarities in (3)
is set to 3.5 as a result of optimization in repeating
trials.

To examine whether attackers can take advantage of

Predict by Modified
Resnick’s Formula

T

User 8
User 9
> gggé User 10
User 6 User 11
User 12
LI CICA

‘ Dismiss SmallCluster

User 1 User 1

User 3 User 8 User 3 User 8

User 5 User 9 User 9

User 11 User 10 o User 10
User 12 Filtering User 4 User 11

User 4 User 5 User 12

User 6 User 6

Process Data

Intermediate Data

Cluster

-

Fig.1. Flowchart of CLUTR and WCLUTR.

DrustLet. http://www.trustlet.org/, Sept. 2012.



Xiang-Liang Zhang et al.: Securing Recommender Systems Against Shilling Attacks 621

the knowledge in the trust system, we model four differ-
ent scenarios of injecting shilling social trust informa-
tion as discussed in Subsection 3.1. The intuition be-
hind these scenarios is that a potential attacker would
pretend to be as much as socially connected as a normal
user:

1) none: no trust is injected;

2) trustl: attackers randomly trust 10% of users;

3) trust2: attackers trust all users;

4) trust3: attackers trust all fake users plus 10% of
users so as to look more truthful to normal users.

Three evaluation metrics are employed to validate
the two proposed algorithms. First, predictive accu-
racy should be measured for ensuring that the produced
recommendations are least affected by the deployed de-
fense mechanisms, along with the protection against at-
tacks. We use the most popular accuracy metric mean
absolute error (MAE) to the ratings masked out in this

paper:

MAE = mean(|ry,; — pu,jl), Vu,j s.t. r,; exists.
We call Error the difference between an existing rating
Ty,; that a user u has given to item j and the value
derived from the prediction algorithms p, ;. The mean
in function MAE is the arithmetic mean over all u,j
pairs that 7, ; exists. When item j is attacked, MAE
will measure the error caused by both the system itself
and the attack.

Second, prediction shift is the metric we use to mea-
sure the effectiveness of attacks in RS. As used in [1,
13], prediction shift is defined as the difference between
the predicted rating before and after attacks. A posi-
tive value means that attacks have raised the rating. In
our experiments, the effectiveness of a particular attack
towards a particular item ¢ is measured by

A =1/|U] Z (piu = Puyi)s

uelU

which is the average of prediction difference after (p;, ;)
and before attack (p,;) on all users U. To generate a
reliable result, we launch a number of independent at-
tacks on different target items ¢, and report the mean
and probability distribution of prediction shift A; on a
set of samples.

Third, hit ratio measures the likelihood that a user
changes his/her opinion on a product from dislike to
like. A slight prediction shift may not affect the quality
of recommendation, especially when a user has strong
preference, i.e., give the highest or lowest rating on an
item. Such cases cannot be captured by the prediction
shift alone. We are interested in investigating signifi-
cant impacts of attacks. As the ratings in our data

range from 1 to 5, we set the rating of 3 as a neutral
rating value. The hit ratio is computed by

1 .
H= <] Z Zh(u,z), (5)

uwelU iel
where

L, ifpl, ;>3 and p,; <3,

h(u,i) = {

0, otherwise.

U and I are sets of users and items for which predictions
are availibale.

4.2 Experimental Results

This subsection reports the comparison results of the
baseline method and proposed algorithms measured by
three metrics.

4.2.1 Mean Absolute Error

To ensure that the protection mechanism of pro-
posed algorithms does not affect the recommendation
in regular cases, we first measure the performance of
algorithms without shilling attacks. We employ the
MAE metric mentioned in Subsection 4.1. Smaller
MAE means better results.

Table 2 demonstrates performance comparison of
our algorithms against the baseline approach, which is
the conventional user-based CF algorithm without clus-
tering and trust information. CLUTR and WCLUTR
have better performance on predicting users rating than
the baseline collaborative filtering algorithm without
the purpose on shilling attack prevention. We also
compare against using weighted similarity alone in the
baseline CF as part of the defense scheme. The worse
performance of weighted similarity alone implies that
clustering is the key factor for the better performance
of CLUTR and WCLUTR.

Table 2. MAE of Weighted Similarity, CLUTR and WCLUTR
Algorithms Compared with That of the Baseline Algorithm
Without Clustering and Trust when no Attacks

Algorithms MAE
Baseline CF 0.8035
Weighted similarity in baseline CF 0.8019
CLuTr 0.7413
WCLUTR 0.7380

With the confidence on CLUTR and WCLUTR from
these positive evaluation results, we next evaluate how
successfully CLUTR and WCLUTR can protect RS sys-
tems from shilling attacks.

In Table 3, we show the accuracy measure MAE
of various algorithms when different numbers of fake
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users are injected in different trust attack scenarios, as
discussed in Subsection 4.1. In each case, the small-
est MAE is highlighted in bold. It can be seen that
CLUTR and WCLUTR outperform the other alterna-
tive schemes in all cases, while WCLUTR is even bet-
ter than CLUTR. When larger number of fake users
are injected, the baseline method performs poorly with
higher MAE. However, CLUTR and WCLUTR consis-
tently have lower MAE than 1 regardless of all types of
attacks.

Table 3. MAE of CLUTR and WCLUTR Algorithms
Compared with That of the Baseline Algorithm Without
Clustering and Trust, when RS are Threatened with
Various Attacks

Number of  Trust MAE
Fake Attack No CLuTr  WCLUTR
Users Scenarios  Clustering
25 None 1.0196 0.8769 0.8753
Trustl 0.8804 0.8713
Trust2 0.8390 0.8286
Trust3 0.863 8 0.8520
50 None 1.1891 0.8884 0.886 2
Trustl 0.9226 0.916 2
Trust2 0.8184 0.8174
Trust3 0.8117 0.808 2
100 None 1.3235 0.8305 0.8225
Trustl 0.8615 0.8100
Trust2 0.8367 0.8304
Trust3 0.9015 0.8920

4.2.2 Prediction Shift

In Table 4, we show the prediction shift averaged
on an item set I, A = 1/[I| >, ; A;, for all algorithms.
For some rare situations when no user in a cluster rated
an item, probably for the reason that the rating users
are filtered out due to trust issues, we make up the pre-
diction of rating by using the conventional user-based
CF. That is in favor of the attackers as it introduces
undependable prediction.

As seen in Table 4, the conventional user-based CF
algorithm without clustering and trust is badly affected
by average attacks with mean prediction shift valued
from 0.85 to 1.5. Such high rating shift is potentially
enough to change the victim’s opinion of a target item.
Especially when more fake users are injected, the pre-
dicted ratings are pushed to a higher value.

Compared with the baseline CF, our proposed
method CLUTR and WCLUTR have much lower predic-
tion shift. When attackers inject fake users, the pushed
ratings are shifted by a value smaller than 0.85, which
is less likely to change a user’s opinion on an item from
“dislike” to “like”. Moreover, CLUTR and WCLUTR
have good performance no matter how the attackers in-
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ject shilling trust information in the four different trust
attack scenarios.

Table 4. Prediction Shift of CLUTR and WCLUTR
Algorithms Comparing to That of the Baseline Algorithm
without Clustering and Trust, when RS are
Threatened with Various Attacks

Number of  Trust Prediction Shift
Fake Attack No CLuTrR  WCLUTR
Users Scenarios  Clustering
25 None 0.8506 0.4075 0.4039
Trustl 0.3995 0.3976
Trust2 0.3801 0.3841
Trust3 0.3491 0.346 7
50 None 1.2290 0.666 5 0.6596
Trustl 0.6224 0.600 2
Trust2 0.5916 0.5808
Trust3 0.5179 0.5074
100 None 1.5791 0.8033 0.7914
Trustl 0.8311 0.8100
Trust2 0.8194 0.8044
Trust3 0.7342 0.7308

To investigate the distribution of prediction shift
A; in I, we show the cumulative distribution function
(CDF) of A; in Figs. 2 and 3. CDF describes the proba-
bility that the prediction shift A; will be found at a
value less than or equal to z, ie., Pr(A; < z). A ro-
bust RS should have A; as small as possible, i.e., the
CDF curve should go up quickly to 1 with A; increas-
ing from 0 to a small value. A CDF curve close to the
left-top corner of the diagram indicates a good model.

’ = = = No Clustering No Trust
! o CLUTR
;. == CLUTR + Trust 1
= CLUTR + Trust 2
, —+— CLUTR + Trust 3
r —a&— CLUTR+ Trust 3 + Undependable Makeup

0 1 2 3 4 5

Cumulative Portion

02l ,

0.0

Prediction Shift

Fig.2. CDF of prediction shift A; in CLUTR and baseline CF

against different scenarios of trust attacks.

In Fig.2, we show the CDF of the prediction shift of
the baseline CF without clustering and trust (No clus-
tering No Trust), and our method CLUTR evaluated on
four different scenarios of injecting fake trust informa-
tion. We include one evaluation result of CLUTR with
undependable makeup introduced by conventional CF,
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and four results without it. Obviously, CLUTR with
undependable makeup is more affected by the attacks.
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Fig.3. CDF of prediction shift A; in WCLUTR, baseline CF and

CLUTR against trust2 scenario.

Given the scenario that prediction shift should not
exceed 1 (or 0.5), we find that Pr(A; < 1) = 0.604
(or Pr(A; < 0.5) = 0.34) in the baseline CF, and
Pr(A; < 1) = 0.981 (or Pr(A; < 0.5) = 0.95) in
CLUTR. That is to say, the prediction shift A; in the
baseline CF has 40% (66%) chance to exceed 1 (0.5),
while it has only 2% (5%) chance to exceed 1 (0.5) in
CLUTR.

We can interpret the promising results of CLUTR
method as: when average attacks happen, only 2% (5%)
of the target items will be affected by raising the pre-
dicted rating by 1 (0.5). In overall, CLUTR is 20 times
more robust than the conventional user-based CF al-
gorithm. No matter how the attackers inject fake trust
information, CLUTR has good performance in all cases.

Fig.3 shows that WCLUTR is as good as CLUTR in
terms of robustness. The embedded plots compare the
performance of WCLUTR with that of CLUTR bothered
by trust2, in which scenario CLUTR performs better
than the other scenarios as shown in Fig.2. Observ-
ing the CDF curves, we see that WCLUTR performs
slightly better than CLUTR.

4.2.3 Hit Ratio

In Table 5, we show the hit ratio calculated by
(5) for all algorithms. As we can see, CLUTR and
WCLUTR algorithms have smaller hit ratio than the
baseline method. With the protection of CLUTR and
WCLUTR, the likelihood that attackers successfully af-
fect the preference of a user on an item is around 0.02.
However, the likelihood that users change their opinion
from “dislike” to “like” is larger than 0.045 when RS
employing the baseline method are attacked. This ob-

servation is consistent with the distribution of predic-
tion shift given in Figs.2 and 3, where we found that
the prediction shift have only 2% chance to exceed 1 in
CLUTR and WCLUTR.

Table 5. Hit Ratio of CLUTR and WCLUTR
Algorithms Compared with That of Baseline Algorithm
Without Clustering and Trust, when RS are
Threatened with Various Attacks

Number of  Trust Hit Ratio
Fake Attack No CLuTrR  WCLUTR
Users Scenarios  Clustering
25 None 0.0458 0.0254 0.0251
Trustl 0.0199 0.0196
Trust2 0.0226 0.0226
Trust3 0.0192 0.0188
50 None 0.0607 0.026 6 0.0254
Trustl 0.0272 0.026 5
Trust2 0.025 2 0.0255
Trust3 0.0276 0.026 6
100 None 0.076 8 0.0289 0.0287
Trustl 0.0299 0.028 8
Trust2 0.0321 0.0318
Trust3 0.0349 0.0339

All the above findings in measures of three criteria
show that CLUTR and WCLUTR can effectively protect
the RS from shilling attacks.

5 Discussion and Conclusions

In this paper, we proposed two attack-resistant algo-
rithms for RS, CLUTR and WCLUTR, which combine
the trust information with clustering for building robust
RS against shillers. CLUTR uses trust to filter out the
suspicious fake users in the formed clusters. WCLUTR
additionally uses trust information to strengthen the
similarities among genuine users and to weaken the
similarities between fake users and others. To present
the shilling attack scenarios, we studied one popular
shilling attack, AverageBot which affects strongly the
user-based CF algorithm. In addition, we introduced
and evaluated four scenarios that can be implemented
by attackers to inject shilling social trust. In these sce-
narios, attackers obfuscate the mutual trust among gen-
uine users.

We evaluated our proposed method on the data with
various attack scenarios. The experimental results show
that our proposed methods CLUTR and WCLUTR are
much more robust than conventional user-based CF al-
gorithm against average attacks. When average attacks
happened, as interestingly shown in our results, only
2% (5%) of the target items are affected by raising the
predicted rating by 1 (0.5). The likelihood that users’
opinion changes from “dislike” to “like” on a pushed
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product is about 0.02 to 0.03, which is much smaller
than that in the baseline method.

The popularity of social network brings us the
chance to derive more social link information. Study-
ing the usage of such information for enhancing RS is
in our future plans.
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