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Abstract The quantity of computer applications is increasing dramatically as the computer industry prospers. Meanwhile,
even for one application, it has different requirements of performance and power in different scenarios. Although various
processors with different architectures emerge to fit for the various applications in different scenarios, it is impossible to design
a dedicated processor to meet all the requirements. Furthermore, dealing with uncertain processors significantly aggravates
the burden of programmers and system integrators to achieve specific performance/power. In this paper, we propose elastic
architecture (EA) to provide a uniform computing platform with high elasticity, i.e., the ratio of worst-case to best-case
performance/power/performance-power trade-off, which can meet different requirements for different applications. It is
achieved by dynamically adjusting architecture parameters (instruction set, branch predictor, data path, memory hierarchy,
concurrency, status&control, and so on) on demand. The elasticity of our prototype implementation of EA, as Sim-EA,
ranges from 3.31 to 14.34, with 5.41 in arithmetic average, for SPEC CPU2000 benchmark suites, which provides great
flexibility to fulfill the different performance and power requirements in different scenarios. Moreover, Sim-EA can reduce
the EDP (energy-delay product) for 31.14% in arithmetic average compared with a baseline fixed architecture. Besides,
some subsequent experiments indicate a negative correlation between application intervals’ lengths and their elasticities.
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1 Introduction

The continuous advancing of computer processor de-
signing during the past decades enables millions of com-
puter applications to emerge. An application may have
different constraints on execution expenditure in dif-
ferent scenarios. For example, the power consumption
requirements of a same application can be significantly
different for hand-held terminals and desktop comput-
ers.

Under this circumstance, more and more processors,
which have similar functionalities, have been devised
to meet different performance-power trade-off require-
ments in different scenarios. For instance, the proces-

sor products of Intel had increased from 5 types to
near 30 types between 1999 and 2009①. Such repe-
titions consume considerable cost in processor design
and manufacture. Furthermore, the diversity of pro-
cessors makes the performance and power of an appli-
cation non-deterministic, which is inconvenient for pro-
grammers and system integrators.

To address this problem, we seek for a uniform plat-
form to tackle applications under different requirements
more efficiently. That is, this platform can solve appli-
cations with great flexibility in performance and power.
To quantitatively evaluate the flexibility of an architec-
ture, we propose a quantitative measure called elasti-
city, which means the ratio of the worst-case and best-
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case responses② when executing an application on the
architecture. Conventional architectures have certain
degrees of elasticities, however, their room of adjusting
responses is quite narrow. For instance, the perfor-
mance elasticity of a modern processor with dynamic
voltage/frequency scaling (DVFS) with the frequency
ranging from 1GHz to 2GHz is 2 for all applications.
Therefore, it might be hard for a conventional archi-
tecture to meet more sophisticated requirements (e.g.,
maintaining a high performance-power tradeoff) when
facing various applications.

In this paper, we propose Elastic Architecture (EA),
which offers high elasticities with respect to perfor-
mance, power, and performance-power tradeoffs for dif-
ferent application scenarios by employing reconfigu-
rable architectural features. Through dynamically con-
figuring these features, the thread-level parallelism
(TLP) and instruction-level parallelism (ILP) of the
processor can be adjusted on demand. For example, in
multi-core systems that explicitly exploit the TLP, we
can intuitively shut down several cores to save power
once the performance requirement is met. Moreover,
the reconfiguration of multi-core architecture around
hardware failure is also a promising solution to provide
enough system availability, reliability and dependabil-
ity for fault-sensitive, even life-critical scenarios, i.e.,
the failure may result in death or severe damage. In
comparison with conventional architecture that cannot
adapt to concrete applications and scenarios, the high
elasticity of EA not only allows it to achieve optimal or
near-optimal response over an individual application,
but also makes it possible to meet sophisticated perfor-
mance/power requirements under different application
scenarios.

Based on above ideas, we implement a prototype
design of EA, named Sim-EA. Sim-EA can be reconfi-
gured into more than 70 000 000 architecture instances.
We present the first part of the experiment by evalu-
ating the elasticity of performance-power tradeoff with
EDP (energy-delay product) of the EA, using 26 bench-
marks of SPEC CPU2000. The arithmetic average
EDP elasticity of Sim-EA is 5.41 and the mean EDP
reduction (defined as the percentage of EDP reduc-
tion of the best-case response to the fixed baseline re-
sponse) is 31.14%. The results indicate that selected
reconfigurable components have crucial impacts on the
performance-power tradeoff, and the EA can provide
near-optimal EDPs for all benchmark applications. In
the later part of the experiments, we focus on how the
interval length will impact elasticity and EDP reduc-
tion when executing an application interval by interval

(i.e., segment by segment), using 16 segments of ap-
plications from SPEC CPU2006. The interval lengths
are set into three levels, which are 1, 3, and 10 million
instructions (per interval) respectively, from the fine-
grained to the coarse-grained. Both elasticity and EDP
reduction show a monotonic negative correlation with
the interval length. To be exactly, the arithmetic ave-
rage elasticity goes from 17.56 (with interval length of
10 million instructions) to 19.24 (3 million) and up to
22.25 (1 million); while the EDP reduction goes from
33.93% (10 million) to 37.61% (3 million), and finally
to 42.41% (1 million). The results indicate that shorter
application intervals get higher elasticities and larger
percentages of EDP reduction.

The main contributions of this paper can be sum-
marized as follows. First, the elasticity is proposed
to measure quantitatively the flexibility of a processor.
Second, the elastic architecture, which can adapt to the
scenario requirements through dynamically reconfigur-
ing architecture parameters, is introduced. Third, the
advantage of the EA has been demonstrated by our ex-
perimental results carried out on a prototype of EA.

The rest of the paper is organized as follows. Section
2 introduces the concept and critical design issues of
EA. Section 3 presents the experimental methodology.
Section 4 empirically evaluates our implementation of
EA, as Sim-EA with respect to elasticity and EDP re-
duction on a baseline architecture. Section 5 discusses
utilizing application clusters to reduce the reconfigura-
tion overheads. Section 6 briefly reviews some related
work. Section 7 concludes the paper and discusses the
future work.

2 Elastic Architecture

In this section, we first present the concept of elastic
architecture. After that, we introduce an implementa-
tion of elastic architecture. Some additional implemen-
tation issues are also discussed in this section.

2.1 Concept

We say a CPU architecture is an elastic architecture
(EA), if its main features, which include instruction set,
branch predictor, data path, memory hierarchy, concur-
rency, status&control, and so on, can be dynamically
reconfigured on demand.

The EA is CPU-based so as to achieve generality. It
exhibits elasticity in different aspects, such as instruc-
tion set, performance, power. For an application with
high-performance requirement, the EA can work as a
high-performance CPU. For an application with low-

②Response is a term widely used in design space exploration, which refers to some kind of execution expenditure (e.g., performance,
power, performance-power trade-off).
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power requirement, it can work as a low-power CPU.
For an application without specific requirement, it can
select a running mode with a high performance-power
tradeoff. The concrete configurable features of an EA
may include:

1) The configurable instruction set mainly requires
a configurable instruction decoder, which is sufficient
to support multi instruction sets. It enables an EA to
support applications developed for different computer
families.

2) The configurable branch predictor guarantees the
EA can adopt suitable branch prediction strategies
(e.g., global history predictor, local history predictor)
for applications with different types of branch behav-
iors.

3) The configurable data path provides flexible com-
putational ability for the EA. Through configuring data
path, the number and functionality of computational
units can be adjusted to meet specific performance and
power requirements.

4) The configurable memory hierarchy is crucial to
the EA, since the memory hierarchy may consume
half of the area in a state-of-the-art CPU. There are
many important memory hierarchy parameters, such
as cache size, cache line size, cache way, cache replace-
ment strategies. Each of these parameters has a non-
negligible impact on the performance and power.

5) The configurable concurrency includes not only
TLP, but also ILP. Concretely, the concurrency configu-
rations can include core number, core interconnection
issue width, instruction window size, and so on.

6) The configurable status&control include volt-
age adjustment, frequency adjustment, kernel-model
resource adjustment, and other miscellaneous CPU
configurations.

Fig.1 illustrates the concept of EA, in which a cen-
tral configuration module controls the other modules
(the instruction fetch&decode model, execution engine,
computational units, memory access unit, status and

core interconnection) through several configuration bus
(instruction configuration bus, branch prediction con-
figuration bus, concurrency configuration bus, data
path configuration bus, memory hierarchy configura-
tion bus, and status&control configuration bus).

It is worth noting that an EA does not require that
all the above features of the CPU are reconfigurable,
since it may bring unnecessary difficulty to implementa-
tion. In other words, for a certain EA, it always consists
of a part of fixed features and a part of reconfigurable
features. Hence, determining which part to reconfigure
and reconfigure to what extend should cautiously trade
off the design complexity and obtained benefits. An
empirical guideline to determine the reconfigurable fea-
tures is that such reconfigurable parts can provide large
elasticity for applications, which can offer great adapti-
vity to a wide range of application scenarios.

2.2 Implementation of EA

To demonstrate the feasibility and merit of EA, we
implement Sim-EA, which is a prototyping of EA, on a
SimpleScalar-like C simulator[1]. As shown in Table 1,

Table 1. Reconfigurable Parameters in Processor with EA

Abbreviation Parameter Value

WIDTH Fetch width 2, 4, 6, 8

FUNIT FPALU/FPMULT units 2, 4, 6, 8

IUINT IALU/IMULT units 2, 4, 6, 8

L1IC L1-ICache 8KB∼256KB: step 2*

L1DC L1-DCache 8KB∼256KB: step 2*

L2UC L2-UCache 256KB∼4 096KB:

step 2*

ROB ROB size 16∼256: step 16+

LSQ LSQ size 8∼128: step 8+

GSHARE GShare size 1K∼32K: step 2*

BTB BTB size 512∼4 096: step 2*

Total 10 parameters 70 778 880 options

Note: “step 8(16)+” means the parameter is a finite arith-
metic sequence the common difference of which is 8(16); “step
2*” means the parameter is a finite geometric sequence the
common ratio of which is 2.

Fig.1. In an elastic architecture, the instruction fetch&decode model, execution engine, computational units, memory access unit,

status, and interconnection can be dynamically configured.
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there are 10 configurable parameters in the EA, which
include the issue width (WIDTH), the number of
floating-point functional unit (FUNIT), the number of
integer functional unit (IUNIT), the size of L1 data
cache (L1DC), the size of L1 instruction cache (L1IC),
the size of L2 cache (L2UC), the size of gshare branch
history table (GSHARE), the size of branch target
buffer (BTB), the size of reorder buffer (ROB), and
the size of load store queue (LSQ).

We choose the above parameters mainly for two rea-
sons. Firstly and the most importantly, these para-
meters provide significant elasticity in our implemen-
tations. They are critical to influence elasticity by con-
trolling the overall performance/power of the processor,
i.e., most of such parameters are closely related to the
ILP, e.g., WIDTH, FUNIT, IUNIT, GSHARE, BTB
and ROB. Secondly they can be conveniently config-
ured. Among these parameters, WIDTH, FUNIT, IU-
NIT, ROQ and LSQ can be reconfigured in about 10
cycles. Once the pipeline is flushed, they can take effect
immediately. L1DC, L1IC, L2UC, GSHARE and BTB
need relatively long time to be reconfigured, since the
corresponding RAMs are needed to be flushed before
reconfiguring these parameters. The detailed costs of
reconfiguring such parameters are shown in Table 2.

Table 2. Reconfiguration Costs of Configurable Parameters

Parameter Reconfiguration Costs

WIDTH ≈ 10 cycle (flush pipeline)

FUNIT ≈ 10 cycle (flush pipeline)

IUNIT ≈ 10 cycle (flush pipeline)

L1DC ≈ 2 000 cycle (flush L1D cache)

L1IC ≈ 2 000 cycle (flush L1I cache)

L2UC ≈ 10 000 cycle (flush L2 cache)

GSHARE ≈ 200 cycle (flush gshare table)

BTB ≈ 100 cycle (flush branch target buffer)

ROB ≈ 10 cycle (flush pipeline)

LSQ ≈ 10 cycle (flush pipeline)

WIDTH relates to several pipeline stages of a proces-
sor, including fetch, decode, dispatch, writeback, and
commit. In Sim-EA, these stages should be bounded by
WIDTH. Concretely, in the fetch stage, the PC incre-
ment and the number of fetched instructions should be
less than the given WIDTH. In the dispatch stage, the
number of dispatched instructions should be less than
the configured issue width. Similarly, in the writeback
stage and commit stage, the result bus and commit bus
should be no wider than the given WIDTH.

FUNIT and IUNIT mainly relate to the issue queues
of the dispatch stage. The number of selected instruc-
tions to be issued per cycle is also bounded by FUNIT
and IUNIT.

To configure the sizes of L1 data cache, L1 instruc-
tion cache, L2 cache, branch history table, and branch
target buffer, the most important support is the flexi-
ble RAM. In Fig.2, we use L1 data cache to illustrate
how to achieve 4KB∼64KB configurable data cache.
We use 16 small RAMs, each of which has a size of
4KB. When the data cache is configured to be 4 KB,
only ram00 is used. When the data cache is configured
to be 16 KB, we can use ram00, ram01, ram02, and
ram03 to form a 4-way cache. When the data cache is
configured to be 64 KB, all RAMs should be activated.

Fig.2. Configurable L1 data cache. Each ram is 4KB.

Implementing configurable reorder buffer or load
store queue is not so difficult as imagined. Take load
store queue as an example. The size of the load store
queue is used to calculate whether the queue is full
or not, to allocate new queue entry, and to select the
appropriate queue entry to control data bus (such as
result bus). In practice, the impacts of queue size on
these operations can be easily encapsulated through
modulization.

2.3 Additional Implementation Issues

In practice, the implementation of an EA may meet
two main problems.

One problem is about area. Intuitively, an EA may
introduce additional area to support reconfiguration.
We argue that an EA does not have to bring significant
area cost in comparison with a fixed architecture whose
parameters are the same with the maximal parameters
supported by the EA. As we have mentioned in Subsec-
tion 2.2, all of the ten parameters involved by Sim-EA
can be implemented with little effort. They need nei-
ther a large number of registers, nor additional RAM.
Furthermore, they do not introduce complex combina-
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tional circuit. Considering the advantage of flexibility,
paying a little extra area on elasticity is cost-efficient.

The other problem is about frequency. Obviously,
introducing additional logic for elasticity may decrease
the maximal frequency of a processor. However, such
decrease is very small. Any configurable feature can
be finally boiled down to a multiplexor, which selects
the output from several functionality modules accord-
ing to the enable signal determined by the configura-
tion (as shown in Fig.3). When the enable signal of
a multiplexer is fixed to a certain value (e.g., 2’b00),
the latency from the S0 port to the Out port is only
around 10 ps in 28 nm process. Hence, for a processor
with 3GHz maximal frequency, the impact of elasticity
is only 3%.

Fig.3. Multiplexer to choose which functional module to use.

3 Experimental Methodology

In this section, we present the experimental metho-
dology utilized in our experiments. To evaluate the
EDP elasticity and the EDP reduction of Sim-EA, we
employ directly the 26 benchmarks of SPEC CPU2000
as the representative applications for real life applica-
tions in different fields. As shown in Table 1, 10 crucial
features of Sim-EA are variable, resulting in a design
space with more than 70M potential design architec-
tures. As defined in Section 1, the EDP elasticity is the
ratio of the worst-case and best-case EDP, which means
that we should determine such two extreme architec-
tures (i.e., achieving the best and worst EDPs) from
the design space for each application. Furthermore, we
also want to obtain the EDP reduction compared with
a baseline architecture, which also requires us to obtain
the optimal architectures from such a design space for
each application.

Actually, the above problem, which is called the de-
sign space exploration problem, has haunted architects
in last decade[2-4]. Apparently, the traditional brute-
force first-simulate-then-compare way falls short of such
a large design space due to extremely slow simulation
speed. To efficiently explore this design space, we utilize
predictive modeling techniques to significantly reduce
the number of design architectures need to simulate[5-6].
Concretely, we only simulate a small portion of the
whole design space to obtain corresponding perfor-

mance and power responses. The obtained responses,
along with simulated architectures, form the sample for
building predictive models via machine learning tech-
niques (e.g., model tree algorithm[7-8]), which is often
referred as the training phase. Afterward, in the so-
called predicting phase such models can be employed
to predict the performance/power responses of new ar-
chitecture without tedious simulations. The detail pro-
cess of predictive modeling is illustrated in Fig.4. Typi-
cally, in comparison with the traditional brute-force ap-
proach, predictive modeling can achieve at least 100x,
even 10 000x or larger speedup in design space explo-
ration.

Fig.4. Framework of predictive modeling technique for design

space exploration.

For fair comparison, we employ average cycle-per-
instruction (CPI) to measure the performance of each
architecture in the design space. In addition to the per-
formance metric, we also estimate the average power
consumption of each architecture. The goal to find an
optimal architecture for each application can be pre-
cisely interpreted as to find the architecture with the
best performance-power tradeoffs. One of the most
widely used metrics on performance-power tradeoffs can
be formulated as CPI2 × power, which corresponds to
the EDP[9] as mentioned before. Apparently, an archi-
tecture with smaller EDP indicates that it has better
performance-power tradeoffs. In other words, we deter-
mine the architectures with the minimal EDP for each
application during the early design of Sim-EA via pre-
dictive modeling techniques.

4 Experimental Results

4.1 Elasticity

As the first step of experiments, for each of the 26
benchmark applications we employ predictive modeling
techniques to explore the design space. For each appli-
cation, we first randomly sample 500 design architec-
tures as the training set, that is, we simulate each ap-
plication with 500 different design architectures to ob-
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tain the corresponding performance/power responses.
Then, such information is collected as the training data
to build two predictive models, i.e., model trees, for
performance and power, respectively. After that, the
performance/power with respect to a given architecture
can be rapidly deduced by such models. Since we can
easily know the performance/power responses with the
help of predictive models, it is straightforward to find
the two architectures with the best and worst EDP for
each application.

Once we can obtain the best and worst case EDP
of Sim-EA, we can show the elasticity over 26 applica-
tions in SPEC CPU2000 in Fig.5. We observe that the
elasticity ranges from 3.31 (sixtrack) to 14.34 (art), and
the arithmetic average elasticity is 5.41. Briefly, an ap-
plication corresponding to larger elasticity implies that
the application is more sensitive to Sim-EA, which pro-
vides larger freedom for the EA to dynamically reconfi-
gure the architecture features on demand. For example,
the elasticity of art is 14.34, which indicates that art
is the most sensitive (among all the investigated 26 ap-
plications) to 10 reconfigurable parameters in Sim-EA.
Moreover, the average elasticity as 5.41 indicates that
the selected 10 reconfigurable parameters offer consi-
derable freedom for Sim-EA to obtain an appropriate
EDP for real-life scenarios. Similar situations can be
observed when using performance or power as the alter-
native response for estimating the elasticity (i.e., per-
formance elasticity or power elasticity).

4.2 EDP Reduction

By integrating the optimal architectures (obtained
for the 26 benchmarks respectively) as the candidate

running modes, Sim-EA can reconfigure its architec-
ture to achieve promising EDP over different applica-
tions. To demonstrate the effectiveness of Sim-EA, a
baseline architecture is employed in the experimental
comparison. Intuitively, architecture with larger issue
width, larger cache size and so on, can always achieve
better performance, i.e., smaller CPI. However, power
consumption will also increase with aggressive designs.
Therefore, the default architecture in SimpleScalar Tool
Suite, as shown in Table 3, is employed as the baseline.
Although this baseline architecture is somewhat conser-
vative, its power consumption is also very low compared
with nowadays aggressive superscalar designs. Thus, it
may also achieve better EDP compared with many ex-
isting commercial processors, especially for some per-
formance insensitive applications.

Table 3. Baseline Architecture

Parameter Value

WIDTH 4

FUNIT 4

IUNIT 4

L1IC 16KB

L1DC 16 KB

L2UC 128KB

ROB 16

LSQ 8

GSHARE 2 048

BTB 2 048

Fig.6 shows the EDP reduction of Sim-EA com-
pared with the baseline architecture, i.e., (1 −
EDPSim-EA/EDPbaseline) × 100%. It can be observed
that, for all applications, Sim-EA can reduce the EDP

Fig.5. EDP elasticities of Sim-EA over different applications. The arithmetic average elasticity is 5.41, which indicates that 10 variable

architectural parameters in Sim-EA are indeed crucial parameters to EDP that should be determined for reconfiguration.
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Fig.6. EDP reduction over the baseline architecture. The arithmetic average EDP reduction is 31.14%, ranging from 6.26% (eon) to

82.84% (art) for 26 applications in SPEC CPU2000.

of the baseline architecture significantly, and the arith-
metic average EDP reduction is 31.14%. The benefit
of Sim-EA is highlighted by application art, which can
reduce 82.84% EDP compared with the baseline archi-
tecture. However, for eon, it can only achieve 6.26%
EDP reduction, an insignificant improvement on EDP.
To be specific, the CPI and power of Sim-EA on eon are
0.79 and 14.43 respectively, while the CPI and power
of the baseline are 0.69 and 19.14, respectively. In fact,
the baseline architecture has already been at the Pareto
Frontier of the performance-power tradeoff function[10],
and it is a near-optimal architecture with respect to
EDP. In this case, the EDA reduction of Sim-EA is not
significant.

4.3 Elasticity and EDP Reduction of
Application Intervals

Similar to the former subsection, for each of the
16 application intervals (Table 4) which are selected
from SPEC CPU2006 benchmark suit and each inter-
val length (chosen from 1, 3, 10 million instructions),
500 random sampled architecture instructions are simu-
lated to build the predicting model and explore the de-
sign space, to help find the best and worst instructions
for each case. The results are shown in Fig.7 for elasti-
city and Fig.8 for EDP reduction. (Notice that two
different groups of benchmarks are used, which means
comparisons between the results of this subsection and
the former subsection are meaningless.) Additionally,
as shown in Fig.7 and Fig.8, for each application inter-
val, the elasticity/EDP reduction changes as the inter-
val length changes.

Fig.7 and Fig.8 show the range of elasticity/EDP
reduction of the 16 application intervals. The elasticity

Table 4. Application Intervals from SPEC CPU2006

Application Serial Number of Interval (Million

Input Parameter Set Instructions)

400.perlbench 1st 103∼104

400.perlbench 2nd 299∼300

400.perlbench 5th 202∼203

401.bzip2 1st 83∼84

401.bzip2 2nd 454∼455

403.gcc 1st 220∼221

433.milc 1st 191∼192

435.gromacs 1st 220∼221

436.cactusADM 1st 220∼221

437.leslie3d 1st 145∼146

444.namd 1st 220∼221

445.gobmk 1st 183∼184

445.gobmk 5th 150∼151

453.povray 1st 220∼221

456.hmmer 1st 277∼278

483.xalancbmk 1st 322∼323

ranges from 5.67 to 83.95, an incredible large value,
which demonstrates the interval 463 1 221 is quite sen-
sitive to different architecture instructions. The mini-
mum of EDP reduction is 0.005 8, the interval picked
from gobmk, indicating that the baseline instruction is
almost as good as the best-case during the execution of
the 10 million instructions. An intriguing phenomenon
in both the figures is that as the interval length becomes
bigger, elasticity and EDP reduction are reducing.

5 Discussions

As validated by previous experiments, Sim-EA can
achieve optimal architectures for each application,
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Fig.7. For each application interval, the elasticity of Sim-EA decreases as the interval length increases.

Fig.8. For each application interval, the EDP reduction of Sim-EA decreases as the interval length increases.

while the conventional processor (with fixed architec-
ture) fails. However, in our implementation, Sim-EA
should reconfigure the architectural parameters for each
application. Actually, by detailed investigation on the
optimal architectures for each application, we observe
that there exists similarity among the optimal archi-
tectures of applications. As an extreme example, in
Sim-EA, both parser and twolf achieve the best EDPs
on the same architecture, which means that twolf may
also benefit from the optimization on the architecture
for parser, and it is not necessary to carry on reconfi-
guration between these two applications. Furthermore,
considering the optimal architectures of other two ap-
plications as mcf and parser, the only difference be-
tween their optimal architectures is the number of LSQ,
i.e., 16 (mcf ) and 32 (parser), which shows that the op-
timal architecture for mcf is also the near optimal one
for parser (only increasing 1% compared with the op-
timal EDP of parser). Therefore, mcf and parser can

share the same optimal architecture in industrial de-
sign, which can reduce the reconfiguration overheads.
We can also see that the similarity varies significantly
among applications. Table 5 gives the optimal archite-

Table 5. Example of Applications with Significantly

Different Optimal Architectures

Parameter apsi mgrid

WIDTH 8 4

FUNIT 8 2

IUNIT 8 2

L1IC 16KB 8KB

L1DC 8KB 8KB

L2UC 4 096KB 256KB

ROB 32 128

LSQ 32 64

GSHARE 1 024 1 024

BTB 512 4 096
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ctures of apsi and mgrid, where nearly all parameters
(8 of 10) need to reconfigure between these two appli-
cations. Otherwise, the optimal architecture for one
application may significantly harm the responses of the
other one, i.e., the best architecture of mgrid can in-
crease 28.4% EDP on apsi.

Based on the above observations on the similarities
among applications, we may utilize statistical/machine
learning techniques to classify applications into differ-
ent application clusters. In each cluster, we only need
to select one architecture as the representative archi-
tecture for all applications in this cluster. In fact,
the concept of application cluster has already been
taken into account in performance evaluation for seve-
ral decades. A famous example is the SPEC project[11].
It aims at selecting the most representative applica-
tions from distinct application clusters, so as to of-
fer balanced quantitative evaluations for a computer
that may be applied to applications from various clus-
ters. Each benchmark in SPEC CPU2000 can be con-
sidered as a representative application of an applica-
tion cluster consisting of applications from similar ap-
plication domains. Recently, a number of investiga-
tions have been dedicated to the classifications of ap-
plications based on architecture-independent program
characteristics[12-15], which offer alternative ways of
defining different application clusters. Actually, the
fact that existing researches on defining application
clusters are commonly based on the analysis of appli-
cation characteristics, gives us some hints to determine
application clusters for the design of efficient EA.

One potential criterion of defining application clus-
ters for EA is that, whether or not applications belong-
ing to the same cluster have similar responses when
being executed by a same computer architecture. If
an application cluster can be appropriately defined to
meet the above criterion, by the optimal architecture
deduced from the representative application we are able
to find optimal/near-optimal architecture for all the ap-
plications in this application cluster. Therefore, when
encountering a new application, after its characteristics
have been extracted and assigned to a specific cluster
with “similar” applications, we only need to reconfi-
gure the architecture to the representative architecture
of this cluster, and it is not necessary to reconfigure the
architecture in this cluster, which also can obtain the
near optimal responses of this application.

6 Related Work

Adaptive Systems. Over the past decades, in con-
trast to fine granularity reconfigurable systems in the
gate level, many studies try to tackle with the adapti-

vity by adjusting different micro-architecture features,
e.g., issue queue[16], reorder buffer, register file[17],
pipeline[18], and cache size[19]. Besides, as multi-core
becomes the mainstream architecture, many proposals
try to address the resource contention problem when
executing several programs on different cores by par-
titioning the cache size and bandwidth[20-21] according
to different application requirements, which is another
kind of adaptive systems. However, all these researches
only focus on limited number of architectural features
that can be easily changed.

Recently, a table-driven adaptive processor core has
been proposed to reduce the peak power[22]. In this
scheme, the design space is much smaller than ours and
the resultant elasticity is greatly restricted. Core fusion
is a reconfigurable CMP where groups of independent
small cores can be dynamically fused into a large su-
perscalar CPU, to adapt to application diversity[23].
Although it can improve the performance of single-
threaded programs, it cannot provide so much flexibi-
lity as EA due to the restriction of conventional multi-
core architecture. For example, EA can reduce the
number of functional units of a single core to achieve
less power consumption or less EDP. The most closet
proposal to our work is in [24], where Dubach et al. de-
veloped an adaptive micro-architecture that can tailor
resources to the specific requirements of different pro-
gram phases based on predictive modeling techniques.
However, in our study, we quantitatively analyzed the
elasticity of EA. Moreover, their adaptive system omits
many implementation details in industrial design, while
we presented detailed analysis of the reconfiguration
overheads, which can be further reduced by applica-
tion cluster techniques. Our former work in [25] first
proposed the measurement of elasticity and the main
frame of EA, but the detailed implementation were
not fully presented, such as the discussion of flexible
L1 data cache and the analysis of area & frequency
cost brought by additional configuration logical units.
Moreover, the elasticity and EDP reduction of applica-
tion intervals rather than the whole execution were not
evaluated.

Design Space Exploration. The design space explo-
ration is the first and centric challenge during the mi-
croprocessor design. Due to the extremely slow simu-
lation speed and exponential number of design archi-
tectures, it is impossible to explore the entire design
space by full extent simulation. To reduce the simula-
tion overheads, many fast simulation techniques have
been proposed, e.g., statistical sampling[26-27], statis-
tical simulation[28-29] and benchmark subsetting[14-15].
However, these fast simulation techniques only consider
to reduce the simulated instructions for each design ar-
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chitecture, and the resultant simulation speedup is re-
stricted. Rather than reducing the simulated instruc-
tions for each architecture, predictive modeling reduces
the number of architectures for simulation, which can
significantly improve the simulation efficiency. In EA,
we also need to utilize existing design space exploration
techniques to determine the optimal architecture for
each application cluster. Moreover, we hope EA can
automatically detect the optimal architectures for each
application. In fact, the predictive modeling is quite
suitable for this task since prior knowledge is not nece-
ssary during model construction. It is clearly that the
design space exploration technique is only one of the
critical techniques to achieve software adaptivity.

Program Characteristics. A fairly large body of work
exists on analyzing program characteristics for perfor-
mance prediction or reducing the simulation costs. Sim-
Point, which is widely accepted for phase simulation, is
built based on detailed analysis on the similarity of pro-
gram characteristics such as cache miss rate, branch
misprediction, and IPC[26]. Apart from the analy-
sis of program signatures (microarchitecture depen-
dent characteristics), microarchitecture-independent
characteristics are also investigated by many pro-
posals for performance prediction[12-13], benchmark
subsetting[14-15], and compiler optimization[30]. The
above program characterizations are concerned with
single-threaded workloads. To adapt to parallel pro-
grams, Eyerman et al. proposed system metrics for
multi-programmed workloads[31]. Besides, Wang et al.
also proposed several program features for performance
prediction in order to determine the optimal parallelism
and scheduling policy[32]. However, unlike the cha-
racteristics for serial programs, the investigations on
the inherent characteristics for parallel programs are
far from enough. Moreover, even for proposed chara-
cteristics on single-threaded applications, we still need
further investigation to determine the close relationship
between program characteristics and optimal architec-
tures to facilitate the design of EA.

7 Conclusions and Future Work

In 1964, IBM SYSTEM/360 was designed as the
first computer family to cover all the complete range
of applications[33-35]. An application designed for one
member of a computer family can also run on ano-
ther member of the computer family. Computer family
greatly facilitates programmers and end users, thus has
been widely accepted. Currently, most processors can
be classified to some family, such as the x86 family,
Itanium family, Power family, MIPS family, SPARC
family, and ARM family. With the ever developing
of computer industry, the programmers and end users

have put more and more requirements on processors.
When running different applications, they hope that
the processor can adapt to specific requirements on per-
formance/power. Such requirements cannot be satisfied
with a processor, and may lead to excessive market seg-
mentation of processors, which increases the overall cost
of processor design and manufacture.

A promising solution is to make the processor elastic,
which has many configurable features (e.g., instruction
set, data path, memory hierarchy, concurrency). In this
paper, we proposed a prototype design of EA, which is
named Sim-EA. Experimental results show that with
respect to SPEC CPU2000 benchmark suite, the elasti-
city of Sim-EA, ranges from 3.31 to 14.34, with 5.41 in
arithmetic average, which provides great flexibility to
fulfill the different performance/power requirements in
different scenarios. Moreover, Sim-EA can also signifi-
cantly reduce the energy-delay product for 31.14% in
arithmetic average compared with a baseline fixed ar-
chitecture. The correlation between application inter-
vals’ lengths and their elasticities also indicates that
a proper reconfigure frequency may greatly improve
elasticity, and furthermore improve performance/power
of processors.

In the future development of EAs, it is possible that
more architecture features are designed to be reconfigu-
rable, resulting in advanced EAs. An advanced EA is
said to be downward-compatible with a former EA if
the advanced one can reconfigure all architecture fea-
tures that can be reconfigured by the former. Driven
by the rapid development of processor industry, it can
be predicted that a new concept called computer tribe
will debut, which is the set of consecutively-developed
processors adopting downward-compatible EAs.
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