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Abstract Modern datacenter servers hosting popular Internet services face significant and multi-facet challenges in
performance and power control. The user-perceived performance is the result of a complex interaction of complex workloads
in a very complex underlying system. Highly dynamic and bursty workloads of Internet services fluctuate over multiple
time scales, which has a significant impact on processing and power demands of datacenter servers. High-density servers
apply virtualization technology for capacity planning and system manageability. Such virtualized computer systems are
increasingly large and complex. This paper surveys representative approaches to autonomic performance and power control
on virtualized servers, which control the quality of service provided by virtualized resources, improve the energy efficiency
of the underlying system, and reduce the burden of complex system management from human operators. It then presents
three designed self-adaptive resource management techniques based on machine learning and control for percentile-based
response time assurance, non-intrusive energy-efficient performance isolation, and joint performance and power guarantee on
virtualized servers. The techniques were implemented and evaluated in a testbed of virtualized servers hosting benchmark
applications. Finally, two research trends are identified and discussed for sustainable cloud computing in green datacenters.
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1 Introduction

1.1 Motivation for Autonomic Control

Modern datacenters are becoming the computing
platform for supporting cloud computing that aims
to offer information technology capabilities over the
Internet as an on-demand pay-per-use service. The
key enabling technologies include server virtualization,
service-oriented architecture, pay-as-you-go business
model, and emerging autonomic resource management
techniques.

Today the information and communication techno-
logy accounts for about 3% of global electricity usage
and greenhouse gas, which is about the same as the
emissions of airlines. More than half of the energy use
and emissions is due to servers and datacenters. Im-
proving system performance and reducing energy con-

sumption are critical issues for building the next gene-
ration green datacenters. However, due to the highly
dynamic nature of Internet workloads, increasing com-
plexity of applications, and complex dynamics of shared
infrastructure, datacenters face significant challenges in
managing application performance while maintaining
resource utilization efficiency and reducing power con-
sumption costs.

Large-scale computing systems, exemplified by vir-
tualized datacenters, have reached a level of complexity
where the human effort required to get the systems up
and running and keeping them operational is getting
out of hand[1]. To manually manage the performance of
the hosted applications demands extensive experience
and expertise on the workload profile and on the com-
puting system. However, the timescales over which the
changes in the workload profile occur may not allow
manual intervention. Furthermore, the contention of
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shared resources among multiple client applications
that are consolidated on virtualized servers has a signifi-
cant impact on the application performance. The situa-
tion is further complicated by the fact that datacenters
need to control the power consumption to avoid power
capacity overload, to lower electricity costs, and to re-
duce their carbon footprint. The complexity and the
scale of virtualized datacenters make it increasingly dif-
ficult for administrators to manage them. Hence, there
are growing research interests in autonomic computing
paradigm in the context of virtualized datacenters.

1.2 Issues and Challenges

This paper focuses on recent research on au-
tonomous performance and power control of Internet
services hosted on virtualized servers. The main chal-
lenging research issues are:

Workload and Platform Complexity. In a virtualized
datacenter, the user perceived performance is the re-
sult of a complex interaction of complex workloads in
a very complex underlying system[2]. Today’s popu-
lar multi-tier multi-service architecture imposes com-
plex inter-tier and intra-tier performance dependences.
Recent studies[2-4] observed highly dynamic workloads
of Internet services that fluctuate over multiple time
scales, which can have a significant impact on the
processing and power demands imposed on datacen-
ter servers. Datacenters hosting Internet services are
often built upon virtualized server clusters. Virtuali-
zation technologies such as VMware[5] and Xen[6] pro-
vide an abstraction of hardware resources to run mul-
tiple instances of independent virtual machines (VMs)
in one physical computer. The benefits of virtualiza-
tion include high resource utilization, performance iso-
lation, high availability, and fast server switching[7-8].
However, complexity of server parameter configuration,
bursty workloads and inherent nonlinearity of perfor-
mance and power versus resource allocation introduce
significant challenges to achieving accurate and agile
performance and power control.

Performance Metrics. End-to-end system response
time is a major performance metric of multi-tier In-
ternet services. It is the response time of a request
that flows through a multi-tier system[9]. Most re-
search on performance control in multi-tier server sys-
tems focused on the average response time. Percentile-
based response time, compared to the average response
time, has the benefit that is both easy to reason
about and to capture individual users’ perception of
performance[2,4,9-11]. For example, in a set of 100 re-
sponse time values that are sorted from the best to
the worst, the 90th percentile simply means the 90th

value in the list. However, it is challenging to assure a
percentile-based response time of requests in complex
multi-tier Internet services in virtualized environments,
particularly in the face of highly dynamic workloads[12].
Also, there is lack of studies of controlling the effective
system throughput, which is the number of requests
that meet the service level agreement on the response
time. Improving effective system throughput is signif-
icant because one key goal in a datacenter is to maxi-
mize the useful work with given resources and power
budget[13]. But it is very challenging as an Internet ser-
vice has many configurable parameters and its opera-
ting environment is highly dynamic. To be profitable,
a datacenter must achieve high utilization, and the key
to this is the agility — the capacity to assign any server
to any service[14].

Performance Isolation. Virtualized datacenters face
an important but challenging issue of performance
isolation among heterogeneous customer applications.
Performance interference resulting from the contention
of shared resources, e.g., the last level cache and mem-
ory bandwidth, among co-located virtual servers, has
significant impact on application performance. Most
existing performance isolation techniques, be hardware
or software resource partitioning based, require in-
vasive instrumentation and modification of the guest
operating system or the virtualization management
layer[15-16]. However, resource partitioning can be diffi-
cult and costly to implement and even if accomplished
may result in inefficient resource utilization[17]. Due to
portability and transparency, non-invasive performance
isolation is desirable in virtualized datacenters provi-
sioning cloud computing services, which host third-
party customer applications and often use virtualiza-
tion software from third-party vendors.

Joint Performance and Power Control. The widely
used high-density servers impose stringent power and
cooling requirements. It is necessary to precisely
control power consumption of servers to avoid sys-
tem failures caused by power capacity overload or
overheating[18]. However, it is challenging to assure
both the performance of heterogeneous applications
and the power consumption cap of the underlying vir-
tualized server clusters mainly due to the workload
dynamics and the system dynamics of shared infras-
tructure. Recent studies applied utility optimization
to coordinate power consumption and average response
time[19-20]. However, they lack assurance on system
stability and performance in the face of highly dynamic
workloads. Those techniques for average response time
may not be applicable to percentile-based response time
due to its strong nonlinearity with resource allocation.
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The rest of this paper is organized as follows. Sec-
tion 2 surveys state-of-the-art techniques in joint per-
formance and power control in virtualized datacenter
server systems. Sections 3, 4, and 5 introduce three
representative approaches based on machine learning
and control techniques for autonomic performance con-
trol of multi-tier Internet services, non-invasive energy-
efficient performance isolation on virtualized servers,
and joint performance and power assurance in virtu-
alized server clusters, respectively. Section 6 identifies
two research trends in sustainable cloud computing in
green datacenters. We conclude the paper in Section 7.

2 State-of-the-Art

2.1 Autonomic Performance Control for
Multi-Tier Internet Services

There were many studies on the performance mode-
ling and analysis of multi-tier Internet servers with
queueing foundations and optimization techniques.
More specifically, there were studies in profile-driven
performance optimization for clusters[21-22], perfor-
mance modeling of multi-tier systems[23], and dynamic
virtual server provisioning for performance assurance
in multi-tier clusters[4,24]. Those queueing model based
techniques can provide the average response time based
performance guarantee, but are not effective for the
percentile-based response time guarantee.

Feedback control techniques were used alone or to-
gether with queueing models for service differentiation
and performance guarantee on Internet servers. Early
work focused on performance control of individual In-
ternet servers[25-26]. Recent studies were on perfor-
mance assurance in multi-tier Internet servers[10,27-30].
Those studies focused on using the average response
time as the performance metric.

Percentile-based performance metric has the bene-
fit that is easy both to reason about and to cap-
ture individual users’ perception of Internet service
performance[2,11]. There are a few important studies
in percentile-based delay guarantee in multi-tier Inter-
net services. An adaptive admission control designed
in [11] complements, but does not apply to dynamic
server provisioning in datacenters. A dynamic server
provisioning method proposed in [9] is model dependent
and the application profiling needs to be done offline for
each workload before the server replication and alloca-
tion. A fuzzy control based server provisioning method
proposed in [10] is effective under stationary system
workloads, but it does not adapt to the very dynamic
nature of Internet workloads. A model-dependent
stochastic approximation technique can estimate the
tardiness quantile of response time distribution[31]. Its
PID controller was designed and tuned for a particular

simulated workload. It is not adaptive to highly dy-
namic workloads. An approximation-based approach
in [4] is effective only in the heavy-traffic case in a
near-to-saturation system. An approach proposed in
[32] can model the probability distributions of response
time based on CPU allocations on virtual machines in
a datacenter. The performance model was obtained by
offline training of the collected system data. It is not
adaptive online to dynamically changing workloads.

Statistical machine learning techniques have been re-
cently used for measuring the capacity of websites[33],
for online system reconfiguration[34-36], and for coordi-
nated admission control and autonomic resource allo-
cation in multi-tier systems[37-41]. Rao et al. proposed
a reinforcement learning approach for autonomic con-
figuration and reconfiguration of virtual machines[35].
Muppala and Zhou proposed a coordinated session-
based admission control with statistical learning for im-
proving effective session throughput of multi-tier Inter-
net applications[38]. Guo et al. proposed and designed
a neural fuzzy control based approach for agile server
parameter tuning, which combines the strengths of fast
online learning and self-adaptiveness of neural networks
and fuzzy control[42-43]. They further designed a ge-
netic algorithm with multi-agent reinforcement learn-
ing for coordinated virtual machine resizing and server
tuning for high system throughput and power utiliza-
tion efficiency[44].

2.2 Power Management in Computing Systems
and Datacenters

Web server power management utilizes techniques
including dynamic voltage and frequency scaling
(DVS/DVFS)[45], system shut-down, consolidation, etc.
A few early and important studies proposed to reduce
power consumption in Web servers by applying the DVS
technique[46]. Recently, DVS was applied for maximiz-
ing the performance of power constrained high-density
servers[47] and for improving power efficiency of server
farms[48]. Those studies focused only on single-tier Web
systems.

Power management in multi-tier systems imposes
significant challenges. Applying independent DVS al-
gorithms in a multi-tier server pipeline will lead to in-
efficient usage of power for assuring an end-to-end de-
lay guarantee due to inter-tier dependency[49]. Hor-
vath et al.[49] implemented a coordinated DVS poli-
cy for a three-tier Web system based on distributed
feedback control and an optimization model that mini-
mizes total power consumption while meeting end-to-
end delay deadline. Wang et al.[50] proposed a multiple-
input and multiple-output (MIMO) controller to accu-
rately regulate the total power consumption of an en-
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closure by conducting processor frequency scaling for
each server while optimizing multi-tier application per-
formance. Such controllers are designed based on of-
fline system identification for specific workloads. They
are not adaptive to abrupt workload changes though
they can achieve control accuracy and system stability
within a range theoretically.

Power management in virtualized datacenters is a
very active research area. Power management tech-
niques based on DVS are not easily applicable to vir-
tualized environments where physical processors are
shared by multiple virtual machines[8,18]. For exam-
ple, changing the power state of a processor by DVS
will affect the performance of multiple virtual machines
hosting different applications. A few recent researches
studied the limitation of DVS technique in virtualized
environments and proposed DVS alternatives by apply-
ing “soft” techniques to exploit a hypervisor’s ability to
limit hardware usage by guests virtual machines[8,19]. A
few other interesting approaches integrated DVS with
load management for energy conservation in virtualized
datacenters[18,51]. Virtualization technology also offers
opportunities to consolidate workloads on fewer power-
ful servers for improving server resource utilization and
performance isolation. For instance, virtualPower[52]

provides coordinated power management in virtualized
enterprise systems. The increasing power densities of
datacenter servers can lead to a greater probability of
thermal failover, affecting the availability of the systems
and increasing the cost of additional cooling. There is
a growing interest to explore power over-subscription,
VM consolidation, thermal management, power pro-
portionality and power-cost optimization in datacenter
servers[53-59].

2.3 Joint Power and Performance
Management on Virtualized Servers

It is a research trend that power utilization efficiency
and performance control of multi-tier server systems are
jointly tackled. However, it is challenging due to their
correlated yet conflicting goals. There are three general
approaches, power-oriented, performance-oriented, and
explicit trade-off based.

Power-oriented approaches ensure that a server sys-
tem does not violate a given power budget while maxi-
mizing performance of hosted applications[20,47,50,60]

or increasing the number of services that can be
deployed[61-62]. pMapper[63] tackles power-cost trade-
offs under a fixed performance constraint. vManage[64]

performs virtual server placement to save power with-
out degrading performance.

Performance-oriented approaches aim to guaran-
tee a performance target while minimizing the power

consumption[18,31,52,65-67]. They do not have explicit
control over power consumption.

Coordinated power and performance management
with explicit trade-offs has recently been studied in vir-
tualized servers[19,68-71] and in disk drives[72]. The work
in [70] proposed an interesting approach for semantics-
free coordination between power and performance mod-
ules. Mistral[69] is a control architecture to optimize
power consumption, performance benefit, and the tran-
sient costs in Cloud environments. Co-Con[20] is a
two-level control architecture for power and perfor-
mance coordination in virtualized server clusters. It
gives a higher priority to power budget tracking while
performance is a secondary goal. vPnP[19] coordi-
nates power and performance in virtualized datacen-
ters using utility function optimization. It provides the
flexibility to choose various trade-offs between power
and performance. However, it lacks the control au-
tomation and accuracy in the face of dynamic work-
loads. PERFUME[71,73] provides better control accu-
racy under a dynamic workload. Its follow-up work
APPLEware[74] is an autonomic and scalable middle-
ware for joint performance and power control of multi-
service applications in virtualized datacenters. It fea-
tures a distributed control structure that provides pre-
dictable performance and energy efficiency for large
complex systems. pVOCL[75] is a power-aware virtual
OpenCL framework that controls the peak power con-
sumption and improves the energy efficiency of the un-
derlying server system through dynamic consolidation
and power-phase topology-aware placement of GPU
workloads.

2.4 Sustainable Computing with Renewable
Energy in Green Datacenters

As the environmental concerns and the energy con-
sumption of datacenters continuously grow, develop-
ing sustainable datacenters is becoming an increas-
ingly important mission for major Internet service
operators[76-80]. The vast majority of the previous
studies on the sustainable energy management has fo-
cused on the single datacenters. These studies aim to
achieve sustainable operation driven by green energy
supply partially or completely from following aspects:
1) Studies[76,81-82] focus on the energy demand side of a
datacenter. 2) Studies[83-85] focus on matching energy
supply of a datacenter server cluster with its energy de-
mand. 3) Study[86] focuses on different energy storage
approaches in the sustainable datacenters to improve
green energy usage efficiency.

Aksanli et al.[76] designed an adaptive job scheduler
to increase the green energy usage in a sustainable data-
center, which utilizes short term prediction of solar and
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wind energy production. This scheduling method may
violate the QoS requirement due to unnecessarily delay-
ing batch jobs. Goiri et al. proposed GreenHadoop[81],
a MapReduce framework for a datacenter powered by
solar energy and using electrical grid as a backup. It
aims to maximize the green energy consumption by job
scheduling. It does not consider the potential opportu-
nities to improve the green energy usage by workload
distribution across distributed datacenters.

A few recent studies start to utilize green energy
in distributed datacenters. Deng et al.[77] proposed an
adaptive request routing approach to meet the opera-
tional cost, QoS, and carbon footprint goals. Zhang
et al.[80] proposed GreenWare, a middleware system
that dynamically dispatches transactional requests to
distributed datacenters to maximize the use of green
energy within the allowed operation budget. However,
these studies only consider transactional requests that
are of low cost for routing and do not consider another
important category of cloud workload, i.e., batch jobs.

Recently, Liu et al. proposed GLB[78], a geographi-
cal load balancing approach that can significantly re-
duce the required capacity of green energy by using the
energy more efficiently with request dispatching. GLB
provides a representative workload dispatching and ca-
pacity provisioning method to minimize the system en-
ergy cost and the request delay cost. sCloud[87] dif-
fers in that it considers the workload heterogeneity and
batch job migration across distributed datacenters.

3 Practice 1: Autonomic Performance
Control in Multi-Tier Internet Services

Popular Internet services employ a complex multi-
tier architecture, with each tier provisioning a certain
functionality to its preceding tier and making use of
the functionality provided by its successor to carry out
its part of the overall request processing. Typically, a
three-tier architecture is used in many Internet services,
i.e., Web, Application and Database. For load sharing,
one tier is often replicated and clustered.

Autonomous resource management is critical to per-
formance assurance and is challenging due to rapidly
growing the scale and complexity of the services and
the underlying computing systems. Many recent re-
search efforts relied on queuing-theoretic and control-
theoretic approaches[9,21-23,29], based on explicit sys-
tem performance models for dynamic server provision-
ing. However, it is challenging to accurately estimate
system performance model parameters such as service
time, workload distribution, and so on. Furthermore,
system parameter variation of virtual servers, highly
bursty workloads, and inherent nonlinearity of perfor-
mance versus resource allocation introduce additional

challenges to achieve accurate and agile system perfor-
mance control[4,12].

End-to-end system response time is a major perfor-
mance metric of multi-tier Internet services. But using
the average delay as the performance metric is unable to
quantify the peak-to-mean ratio of service demands[2].
Percentile-based delay metric has the benefit that is
easy both to reason about and to capture individual
users’ perception of service quality[9,11].

However, it is very challenging to assure the
percentile-based response time of requests of a multi-
tier service. Compared with the average delay,
a percentile-based response time introduces much
stronger nonlinearity to system resource allocation. A
queueing approximation-based approach[4] is effective
for percentile-based response time guarantee only when
the system capacity is near to saturation. Offline appli-
cation profiling and training based approaches[9,32] can
be time consuming and the obtained performance mod-
els are not adaptive to highly dynamic workloads[12].
Control theoretic techniques were applied for perfor-
mance guarantee by performing linear approximation
of system dynamics and estimation of system parame-
ters. However, if the system configuration or workload
range deviates significantly from those used for system
identification, the estimated system model used for con-
trol becomes inaccurate.

3.1 Neural Fuzzy Control Based Approach to
Percentile-Based Response Time
Assurance

In our previous studies[10,88], we proposed a model-
independent rule-based fuzzy logic controller that uti-
lizes heuristic knowledge for performance assurance on
multi-tier servers. It uses a set of pre-defined rules and
fuzzy membership functions to perform control actions
in the form of dynamic server provisioning adjustment.
This kind of controllers has some drawbacks. First, it is
designed manually on trial and error basis using heuris-
tic control knowledge. There is no specific guideline
for determining important design parameters such as
the input scaling factors, the rule base, and the fuzzy
membership functions. Second, those design parame-
ters are not self-adaptive, so not effective in the face of
highly dynamic workloads. To avoid ill effects of mode-
ling inaccuracy and to enhance system agility and self-
adaptiveness, we considered the integration of model-
independent control with fast learning neural networks.

In recent studies[12,89], we proposed and developed a
self-adaptive server provisioning method based on an
integrated neural fuzzy controller for the percentile-
based response time guarantee in virtualized multi-tier
server clusters.
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Fig.1 shows the block diagram of the server provi-
sioning approach with a self-adaptive neural fuzzy con-
trol. The controller aims to bound a percentile-based
response time Td to a specified target Tref . It has two
inputs: error denoted as e(k) and change in error de-
noted as ∆e(k). Error is the difference between the
target and the measured value of the delay in the k-th
sampling period. The output is the resource adjust-
ment ∆m(k) for the next sampling period.

We designed the neural fuzzy controller using a gene-
ral four-layer fuzzy neural network. The layers of the
neural network and their interconnections provide the
functionality of membership functions and rule base of
the controller. Unlike a rule-based fuzzy controller, the
membership functions and rules in the neural fuzzy con-
troller dynamically construct and adapt themselves as
the neural network grows and learns. The controller
is self-adaptive to system and workload dynamics and
tunes its parameters in an agile manner online. The
fuzzy neural network adopts fuzzy logic rules as follows:

Rr: IF x1 is Aj
1 .. and xn is Aj

n, THEN y is br

where Rr is the r-th fuzzy logic rule, xi is an input,
either to be e(k) or ∆e(k), and y is the rule’s output.
Aj

i is the j-th linguistic term associated with the i-
th input variable in the precondition part of the fuzzy
logic rule Rr. Linguistic terms are fuzzy values such
as “positive small”, “negative large”. They describe
the input variables with some degree of certainty, de-
termined by their membership functions uAj

i
. The con-

sequent part or outcome of the rule Rr is denoted as
br. Each rule contributes to the controller output, the
resource allocation adjustment ∆m(k), according to its
firing strength. The decomposition of ∆m(k) to the
different tiers is performed in proportion to the per-tier
delay observed from the controlled system.

The neural fuzzy controller combines fuzzy logic rea-
soning with the learning capabilities of an artificial neu-
ral network. Initially, there are only input and output
nodes in the neural network. The membership and the
rule nodes are generated dynamically through the struc-
ture and parameter learning processes.

In the structure learning phase, to avoid the newly
generated membership function being too similar to
the existing ones, we use the similarity measure
approach[90] to check the similarity of two membership
functions. If the measure is less than a pre-specified
value, the new membership function is adopted.

In the parameter learning phase, the learning is used
to adaptively modify the consequent part of existing
fuzzy rules and the shape of membership functions to
improve the controller performance in the face of highly
dynamic workloads. It is achieved by minimizing an en-
ergy function defined as the difference between the tar-
get and measured percentile-based end-to-end delays.
The learning algorithm recursively obtains a gradient
vector in which each element is defined as the deriva-
tive of the energy function with respect to a parameter
of the network. This is done by a chain rule method[12].

3.2 Representative Results

We implemented the neural fuzzy control based
server provisioning method in a testbed of virtualized
three-tier server clusters. As the related work in [9], the
database tier is not replicated in our testbed. Virtuali-
zation of the cluster is enabled by VMWare’s vSphere
4.1 Enterprise edition. Each server is hosted inside a
virtual machine (VM). The configuration of each VM
for the web and application tiers is 1 vCPU, 2 GB RAM
and 15GB hard disk space. The guest operating sys-
tem used is Ubuntu Linux version 10.04. Load bal-
ancers are used to distribute requests among VMs at
the web and application tiers. An Apache module,
mod proxy balancer, is used for load balancing while
taking into account session affinity.

The neural fuzzy controller interacts with the VM
manager through the vSphere 4.1 API. We used an
open-source multi-tier application benchmark RUBiS①

in the case study. RUBiS implements the core func-
tionality of an eBay like auction site. We instrumented
the clients to submit workloads of various mixes with
time-varying intensity and measure per-tier utilization
and percentile-based response time.

Fig.1. Block diagram of a self-adaptive neural fuzzy controller.

①RUBiS — Rice University bidding system. http:/rubis.owz.org, May 2014.
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For performance evaluation, we applied a dynamic
workload with sudden step-changes similar to what
used in [9]. As shown in Fig.2(a), initially, the workload
consists of a bidding mix of 200 concurrent users. Af-
ter 20 minutes, the workload intensity is doubled to 400
concurrent users with browsing workload mix. Another
20 minutes later, the workload intensity is decreased to
300 concurrent users. The control interval used in the
case study is 3 minutes. The reported results are from
a single run.

Fig.2(b) shows that the self-adaptive neural fuzzy
controller is able to guarantee the 95th-percentile de-
lay target of 2 seconds within a few sampling intervals.
The multi-tier system is initially provisioned with one
virtual server at each tier. As the controller starts allo-
cating virtual servers at the web and application tiers, it
applies online learning to tune its neural network struc-
ture and parameters based on the measured percentile-
based end-to-end delay of requests. We observe that the
95th-percentile delay approaches the target of 2 seconds
within the first 12 minutes of the experiment as a re-
sult of agile server allocations. The oscillation of the
delay around its target is mainly due to the fact that
neural fuzzy controller needs to learn how to control
the system by exploring different server allocations. As
time progresses, the controller becomes more effective
in achieving the end-to-end delay guarantee. There is
a spike in the measured delay at the 20th minute and a
drop in the measured delay at the 40th minute due to
the sudden changes in the workload intensity and mix.
The neural fuzzy controller effectively adds or removes
virtual servers to/from different tiers to bring the end-
to-end delay close to the target, and achieves the delay
guarantee in an agile manner.

Fig.2(c) shows the change in the allocation of virtual
servers at various tiers. The controller allocates servers
at individual tiers in proportion to the per-tier delay
measurement in a self-adaptive manner. Note that the
server allocation adjustments are only distributed be-

tween the web and application tiers as the database tier
is not replicated.

Summary. In this practice[89], we found that
compared with a rule-based fuzzy controller and a
proportional-integral controller, the neural fuzzy con-
troller based approach delivers superior self-adaptive
performance assurance in the face of highly dynamic
workloads. It is robust to variation in workload in-
tensity, characteristics, and change in delay target and
server switching delays.

4 Practice 2: Performance Isolation on
Virtualized Servers

Performance isolation among heterogeneous ap-
plications is an important but challenging issue in
virtualized servers. It provides the base for pre-
dictable application performance. There are inva-
sive techniques based hardware and software resource
partitioning[15-17,91] to avoid performance interference.
Others including our recent work use scheduling to miti-
gate interferences at system-level[92]. While resource
partitioning might not be available on commodity hard-
ware and operating systems, interference mitigation is
often not sufficient to enforce strict isolation, especially
when co-located applications have heterogeneous and
time-varying demands.

4.1 Non-Invasive Energy-Efficient Approach to
Performance Isolation

In study [93], we took the challenge to design a non-
invasive performance isolation mechanism that is com-
pletely built on top of proprietary virtualization soft-
ware (e.g., VMware) and commodity hardware (e.g.,
Intel X86 processors). To this end, we proposed,
NINEPIN, a performance isolation mechanism based
on a novel hierarchical control framework. The core
of NINEPIN is the idea of tracking application-related
performance metric and dynamically provisioning (or

Fig.2. Performance of the neural fuzzy control in a virtualized testbed hosting RUBiS application. (a) A sudden change workload. (b)

95th delay assurance. (c) Server allocation.



638 J. Comput. Sci. & Technol., July 2014, Vol.29, No.4

compensating) resources to maintain consistent perfor-
mance. Besides performance isolation, we took further
steps to optimize overall performance and minimize en-
ergy consumption.

Fig.3 shows the architecture of NINEPIN. The com-
puter system under control is a virtualized server host-
ing multiple applications running in VMs. NINEPIN
forms a control loop that continuously monitors ap-
plication performance of co-located VMs and adjusts
their resource allocation to guarantee individual per-
formance targets and maximize overall system utility.
The key component in NINEPIN is the two-level hier-
archical controller, which contains the level-1 utility op-
timizer and the level-2 model predictive controller. At
every control interval, the optimizer searches the space
of possible resource allocations of the co-located VMs
and tries to maximize the overall system utility. The
optimization depends on a fuzzy MIMO performance
model to generate hypothetical resource allocations and
predict the performance of individual applications. The
predicted performance is evaluated by the system uti-
lity function for optimality check. The individual per-
formance that leads to the optimal system utility is
then fed to the level-2 as the performance targets for
the model predictive controller.

Fig.3. Architecture of NINEPIN.

Modeling Application Performance. The key to the
effectiveness of NINEPIN is the fuzzy model that cap-
tures the complex relationship between resource allo-
cations and performance. The MIMO model accepts
a vector of resource allocations for individual applica-
tions and outputs the vector containing the predictions
of their performance. The modeling is difficult as the
relationship between resource and performance exhibits
significant nonlinearity under interferences and time-
varying workload. We used a collection of fuzzy logic to

approximate the complex relationship. Given resource
allocation u(k), a fuzzy logic is described as:

If ξ1(k) is Ωi,1 and .. ξ%(k) is Ωi,% and u1(k) is
Ωi,%+1 and .. um(k) is Ωi,%+m then

yi(k + 1) = ζiξi(k) + ηiu(k) + φi. (1)

Here, Ωi is the antecedent fuzzy set of the i-th rule
which describes elements of regression vector ξ(k) and
the current input vector u(k) using fuzzy values such as
“large”, “small”. ζi and ηi are vectors containing the
consequent parameters and φi is the offset. % denotes
the number of elements in the regression vector ξ(k).
Each fuzzy rule describes a region of the complex non-
linear system model using a simple functional relation
given by the rule’s consequent part. The model output
is calculated as the weighted average of the linear conse-
quents in the individual predictions yi(k +1). We built
a similar fuzzy MIMO model for energy usage, which
takes current resource allocation as input and outputs
predictions of energy consumption.

Online Model Adaption. The fuzzy performance
model should be robust enough to accommodate the
changes in the interference and workload. The online
model adaptation is performed when a significant er-
ror in the prediction of performance is detected. This
avoids the overhead of frequent adaptation and com-
putationally expensive re-optimization. NINEPIN ap-
plies a weighted recursive least squares method to adapt
the consequent parameters of the fuzzy MIMO model
as new measurements are sampled from the runtime
system. It applies exponentially decaying weights on
the sampled data so that larger weights are assigned to
more recent observations. Then, it re-computes the op-
timal performance targets based on the updated fuzzy
model.

System Utility Optimizer. The primary goal of the
optimizer is to maximize the system utility with re-
spect to the performance of all hosted applications. To
provide predictable and satisfying application perfor-
mance, we define the utility function of individual ap-
plications based on their service level objectives (SLOs)
and propose a unified utility function for the perfor-
mance of all heterogeneous applications. Specifically,
we defined utility as the percentage of effective data
completed by transactional workloads or batching jobs
that meet their corresponding SLOs. For transactional
workloads, it is the ratio of data delivered by SLO-
compliant requests to the total data. For batching
jobs, it could be the data from finished jobs or the
progress of unfinished jobs. NINEPIN considers in-
struction per cycle (IPC) as a good measure of perfor-
mance for computation-bound batching jobs, and cal-
culates their utility as the ratio of the co-hosting IPC
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to the sole IPC. The system utility function is the sum
of individual application utilities plus the utility of en-
ergy, though preference is given to the performance by
discounting the weight of energy utility.

Model Predictive Control. The control goal is to steer
the system into a state of optimum target tracking,
while penalizing large changes in the control variables.
It minimizes the deviation of application performance
from their respective targets received from level-1 op-
timizer. The model predictive controller decides the
control actions at every control period k by minimizing
the following cost function:

V (k) =
Hp∑

i=1

||r−y(k + i)||2P +
Hc−1∑

j=0

||∆u(k + j)||2Q. (2)

Here, y(k) is a vector containing the performance mea-
sure of each application. The controller uses the lin-
earized state-space model to predict each application’s
performance over Hp control periods, called the predic-
tion horizon. It computes a sequence of control actions
∆u(k),∆u(k+1), ..,∆u(k+Hc−1) over Hc control pe-
riods, called the control horizon, to keep the predicted
performance close to their pre-defined targets r. P and
Q are the weighting matrices whose relative magnitude
provides a way to trade off tracking accuracy for bet-
ter stability in the control actions. NINEPIN linearizes
the fuzzy model to a state-space linear time variant
model and transforms the MIMO control to a standard
quadratic programming problem.

4.2 Representative Results

We implemented NINEPIN on our university cloud
testbed running VMware ESX 4.1. The testbed consists
of HP ProLiant BL460C servers, each with dual In-
tel Xeon E5530 quad-core processors and 32 GB mem-
ory. We deployed the SPEC CPU2006 benchmark and
the RUBiS multi-tier benchmark as the heterogeneous

applications into different VMs. NINEPIN is imple-
mented as a third-party resource management mid-
dleware that interacts with VMware’s vSphere API.
Since the benchmarks are primary CPU-bound, we set
NINEPIN to control the CPU allocations. We com-
pared NINEPIN with two other approaches, Default
and Q-Clouds. Default refers to the static resource allo-
cation imposed by VMware without tracking individual
application performance. Q-Clouds is a representative
performance isolation scheme recently proposed[94].

Fig.4 compares performance isolation in different ap-
proaches and draws the normalized application per-
formance relative to running solo. We co-located ho-
mogeneous programs from the SPEC CPU2006 bench-
mark to study the effectiveness of NINEPIN in dealing
with complex interference relationships. Fig.4(a) shows
that applications running under NINEPIN have much
more consistent performance compared with other ap-
proaches. NINEPIN successfully delivers stable perfor-
mance for individual applications with average varia-
tions less than 5%. Besides predictable performance,
NINEPIN also has significant performance improve-
ment over Default and Q-Clouds by on average 38.6%
and 25.2%, respectively (Fig.4(b)). Fig.4(c) reveals
that NINEPIN’s advantage is due to the flexible allo-
cation of the CPU resource to applications by tracking
the performance of individual applications.

Summary. The novel hierarchical control framework
of NINEPIN aligns performance isolation goals with the
incentive to regulate the system towards optimal ope-
rating conditions. The framework combines machine
learning based self-adaptive modeling of performance
interference and energy consumption, utility optimiza-
tion based performance targeting, and a robust model
predictive control based target tracking. Experimental
results in [93] demonstrate that NINEPIN outperforms
Q-Clouds, improving the overall system utility and re-
ducing energy consumption.

Fig.4. Performance isolation with Default, Q-Clouds, and NINEPIN. (a) Normalized performance. (b) Performance improvement. (c)

Resource allocations.
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5 Practice 3: Joint Performance and Power
Guarantee in Virtualized Servers

Modern datacenters apply virtualization technology
to host multiple Internet services that share underly-
ing high density blade server resources for performance
isolation, server consolidation, and system manageabi-
lity. High density blade servers impose stringent power
and cooling requirements. It is necessary to precisely
and agilely control power consumption of servers to
avoid system failures caused by power capacity over-
load or overheating. A common technique to server
power consumption control is to dynamically transit
hardware components from high-power states to low-
power states whenever the system power consumption
exceeds a given power budget[48]. However, it has sig-
nificant influence on the performance of hosted applica-
tions as it may result in violation of service level agree-
ments (SLAs) in terms of response time and through-
put required by customers. Furthermore, such an ap-
proach is not easily applicable to virtualized environ-
ments where physical processors are shared by multiple
virtual machines. Changing the power state of a pro-
cessor will affect the performance of multiple virtual
machines belonging to different applications. Thus, it
may threaten the performance isolation property of vir-
tualization technologies. It is important to consider a
holistic approach in controlling power and performance
in virtualized datacenters.

Many research studies focused on treating either
power or performance as the primary control target in a
datacenter while satisfying the other objective in a best-
effort manner. Power-oriented approaches[8,48,50,59-60]

disregard the SLAs of hosted applications while
performance-oriented approaches do not have explicit
control on power consumption[18,31,65-67]. Co-Con[20]

and vPnP[19] were designed for explicit coordination of
power and performance in virtualized datacenters us-
ing utility function optimization. Such approaches can
achieve different levels of trade-off between power and
performance in a flexible way. However, they lack the
guarantee on stability and performance of the server
system in the face of highly dynamic workloads. That
could lead to state-flapping[1], a scenario where oscilla-
tions occur between system states that result in poor
power and performance assurance. Percentile-based
performance assurance and multi-service architectures
further impose significant complexity and challenges.

5.1 Fuzzy MIMO Control Based Approach

In studies of [71,73], we proposed and developed
a prototype control framework PERFUME for joint
power and performance management on virtualized
server clusters. Fig.5 illustrates its system architec-

ture. The computer system under control is a virtu-
alized blade server cluster hosting multiple multi-tier
applications. Each tier of an application is deployed in
a virtual machine (VM) created from a resource pool,
which logically abstracts resources provided by the un-
derlying physical blade servers.

Fig.5. PERFUME’s system architecture.

The power monitor periodically measures the ave-
rage power consumption of the virtualized server clus-
ter at the resource pool level and sends the data to
the control module. The performance monitor periodi-
cally measures the average throughput and the average
response time of each application and sends the per-
formance values to the control module. The control
module determines the CPU usage limits on various
tiers to regulate per-application performance and the
total power consumption of the virtualized server clus-
ter. The resource allocator actuates control actions to
limit the CPU usage of each VM.

It is important but very challenging to determine
the quantitative and dynamic relationship between the
controlled variables (i.e., power and performance) and
the manipulated variables (e.g., VM CPU limit), due
to the inherent nonlinearity of performance and power
with resource allocation, workload dynamics, and the
shared virtualized infrastructure. PERFUME applies
fuzzy MIMO modeling to estimate the relationship be-
tween the performance and CPU usage limits on the
VMs. It also applies the modeling technique to predict
the power consumption of the resource pool for differ-
ent VMs’ CPU limits. A key strength of fuzzy model is
its capability to represent highly complex and nonlin-
ear systems by a combination of inter-linked subsystems
with simple functional dependencies. The model pre-
dictive MIMO control incorporates the optimization of
various objectives in deciding the control actions. It is
able to manipulate multiple variables of a system for
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controlling multiple outputs while considering the im-
pact of their complex interactions.

The core of the prototype framework is the fuzzy
MIMO control module that aims to minimize the devia-
tion of power consumption and achieved performance of
multi-tier applications from their respective targets. It
determines the control actions at every control period
k by minimizing the cost function:

V (k)=
Hp∑

i=1

||r1−y1(k + i)||2P +
Hp∑

i=1

||r2−y2(k + i)||2Q+

Hc−1∑

j=0

||∆u(k + j)||2R. (3)

Here, y1(k) is the power consumption of the resource
pool of the underlying server cluster. y2(k) is a vec-
tor containing the performance of each application, i.e.,
response time or throughput. The controller predicts
both power and performance over Hp control periods,
called the prediction horizon. It computes a sequence
of control actions ∆u(k),∆u(k+1), . . . ,∆u(k+Hc−1)
over Hc control periods, called the control horizon, to
keep the predicted power and performance close to their
pre-defined targets r1 and r2 respectively. The control
action is the change in CPU usage limit imposed on the
VMs. P and Q are the tracking error weights that de-
termine the trade-off between power and performance.
The weights can be set by a datacenter administrator.
The third term in (3) represents the control penalty and
is weighted by R. It penalizes big changes in control ac-
tion and contributes towards high system stability. The
control problem is subject to the constraint that the
sum of CPU usage limits assigned to all multi-tier ap-
plications must be bounded by the total CPU capacity
of the resource pool.

5.2 Representative Results

We linearized the obtained fuzzy model as a state-
space linear time variant model. We transformed the

MIMO control problem to a standard quadratic pro-
gramming problem, and solved the quadratic program-
ming problem based on the MATLAB. We implemented
PERFUME on a testbed consisting of two HP ProLiant
BL460C G6 blade server modules. The power moni-
tor and the fuzzy MIMO control modules interact with
the VMware VMM via vSphere API 4.1. As vPnP[19],
PERFUME hosts two RUBiS multi-tier benchmark ap-
plications in the testbed experiments for performance
comparison.

A key feature of PERFUME is its ability to assure
joint power and performance guarantee with flexible
trade-offs while assuring control accuracy and system
stability. The trade-offs between inherently conflict-
ing power and performance objectives can be specified
by a datacenter administrator. The system stability is
measured in terms of relative deviation of power and
performance from their respective targets, as defined
in vPnP[19]. We experimented with power-preferred,
performance-preferred and balanced control options un-
der a highly dynamic workload[12]. Fig.6(a) shows the
changes in the number of concurrent users.

PERFUME achieves the specified trade-offs by tun-
ing the tracking error weights, P and Q, in the MIMO
control objective defined by (3). Fig.6(b) compares the
control accuracy of vPnP with PERFUME in assur-
ing the throughput target for various trade-offs between
power and performance. The results demonstrate that,
compared with vPnP, PERFUME delivers average im-
provement of 30% in performance assurance in terms of
relative deviation for various control options. We ob-
tained similar results with the average improvement of
25% for relative deviation in power consumption with
respect to its power cap target, as shown in Fig.6(c).
Note that the control accuracy of the power-preferred
option is the highest for power assurance but the lowest
for throughput assurance. Whereas, the control accu-
racy of the performance-preferred option is the highest
for throughput assurance and the lowest for power as-
surance. The balanced control option shows good con-

Fig.6. Power and performance assurance with flexible control options under a highly dynamic workload. (a) Highly dynamic workload.

(b) Throughput. (c) Power consumption.
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trol accuracy for both power and performance assur-
ance.

Summary. This practice[73] shows PERFUME can
effectively control both the throughput and percentile-
based response time of multi-tier applications due to its
novel self-adaptive fuzzy modeling that integrates the
strengths of fuzzy logic, MIMO control, and artificial
neural network.

6 Research Trends in Sustainable Cloud
Computing in Green Datacenters

6.1 Improving Energy Efficiency in
Datacenters

Energy efficiency is a fundamental consideration
when managing computing infrastructures and services.
This is due to the economic issues derived from increas-
ing energy rates and the environmental impacts. Often
a large amount of energy consumed by a computing in-
frastructure is the result of inefficiencies in its operation
and administration. Therefore, lots of efforts towards
energy efficient datacenter operation focus on improv-
ing the efficiency in one or all of the three major data-
center components: computing infrastructure, cooling
facility, and power supply equipment.

One research trend focuses on improving energy ef-
ficiency of the computing infrastructure for sustainable
cloud computing. Cloud computing can improve re-
source utilization efficiency by server virtualization and
consolidation that allows cloud providers to run mul-
tiple workloads from different customers on the same
computing infrastructure. Sustainable cloud comput-
ing needs to deal with energy consumption of the un-
derlying computing infrastructure as well as perfor-
mance requirement of the provisioned services. Cloud
systems are multi-tenant and workloads are heteroge-
neous, e.g., response time critical applications such as
e-transactional Web applications and batch-style appli-
cations such as MapReduce jobs. As cloud systems be-
come more complex, there is an increasing number of re-
sources shared between tenants and multi-tenant inter-
ference has to be mitigated for performance predictabi-
lity. There are great interests in designing power and
heterogeneity aware algorithms for energy efficiency
and performance guarantee in multi-tenant cloud en-
vironments.

6.2 Applying Renewable Energy for
Sustainability in Datacenters

Today, major cloud service operators have taken var-
ious initiatives to operate their datacenters with renew-
able energy partially or completely. Google, Facebook,
and Apple have started to build their own green power

plants to support the operation of their sustainable
datacenters. Researchers envision that datacenters at
cluster level can be completely powered by renewable
energy, e.g., solar and wind, and be self-sustainable.
Most green power plants use wind turbines and/or solar
panels for power generation. Unlike traditional energy
resources, the availability of renewable energy varies
widely during the times of a day, seasons of the year,
and the geographical locations of the power plants.
Such intermittency makes it very hard for datacenters
to effectively use renewable energy.

On the other hand, the power demand of a datacen-
ter is highly dependent on the resource requirements
of hosted workloads. The availability and cost of the
power supply, e.g., renewable energy supply and elec-
tricity price, is often dynamic over time. Thus, auto-
nomic resource provisioning and workload management
can have great impacts on renewable energy consump-
tion and cost reduction for improving sustainability,
e.g., scheduling deadline non-critical service demands
in a manner that follows the availability of the renew-
able energy generation, and co-locating heterogeneous
workloads on the shared computing infrastructure for
resource utilization efficiency and energy efficiency.

7 Conclusions

Virtualized datacenter servers, the platform for sup-
porting cloud computing, allow diverse applications to
share the underlying server resources. Due to the highly
dynamic nature of Internet workloads, increasing com-
plexity of applications, and complex dynamics of shared
infrastructure, there are significant challenges in man-
aging application performance while maintaining re-
source utilization efficiency and reducing power con-
sumption costs. This paper surveys representative ap-
proaches to autonomic performance and power control
on virtualized servers. To this end, we introduced three
approaches we recently designed for autonomic resource
management on virtualized servers based on machine
learning and control, and identified two research trends
in autonomic and sustainable cloud computing in green
datacenters.
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