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Abstract Human weight estimation is useful in a variety of potential applications, e.g., targeted advertisement, enter-
tainment scenarios and forensic science. However, estimating weight only from color cues is particularly challenging since
these cues are quite sensitive to lighting and imaging conditions. In this article, we propose a novel weight estimator based
on a single RGB-D image, which utilizes the visual color cues and depth information. Our main contributions are three-fold.
First, we construct the W8-RGBD dataset including RGB-D images of different people with ground truth weight. Second,
the novel sideview shape feature and the feature fusion model are proposed to facilitate weight estimation. Additionally, we
consider gender as another important factor for human weight estimation. Third, we conduct comprehensive experiments
using various regression models and feature fusion models on the new weight dataset, and encouraging results are obtained
based on the proposed features and models.
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1 Introduction

In many practical situations, such as targeted ad-
vertisement and video surveillance, weight information
provides useful information for re-identification pur-
poses. For example, in video surveillance, along with
some other physical traits (e.g., height, hair color,
body-build), the weight is often a part of the descrip-
tion of a person. There have been two different methods
adopted to measure the weight of a person: the spring
scale and the balance. The former measures the local
force of gravity that acts on the person, while the lat-
ter is used to compare the weight of the certain person
with that of a known standard mass. The usual way
to measure human body weight falls into the first case.
However, the pervasive implementation of the scale or
weight sensor is impractical since it is high-cost and
requires the modification of the architecture. Further-
more, it is also inconvenient to request one person to
step on the scale. The usage of a scale is also impossible
in the scenarios without gravity such as the outer space.
Thus, there exists a legitimate need to remotely predict
human weight instead of changing the architecture or
uncomfortably enforcing a person to use the scale.

Although the specific task of weight estimation from
visual cues has not been extensively studied before,
there are many related studies analyzing weight pat-
terns. Most weight estimation methods are based on
pre-measured body parts[1-3]. Velardo and Dugelay
presented a method to estimate the weight of a human
body by exploiting anthropometric features, known to
be related to human appearance and correlated to the
weight[1]. Buckley et al. used the pre-measurements of
abdominal circumference and thigh circumference from
patient files to estimate the patient’s weight[2]. How-
ever, it is impractical to ask for pre-measurements of
human parts in reality.

Depth cameras have been exploited in computer vi-
sion for several years, but the high price and the poor
quality of such devices have limited their applicabi-
lity. Recently, with the invention of the low-cost Mi-
crosoft Kinect sensor①, there have emerged numerous
researches[4-6]. Most of them have concentrated their
efforts on the usage of depth images. Weise et al. used
the depth map for real-time performance-based facial
animation[4]. Meanwhile, Shotton et al. introduced
body part recognition as an intermediate representa-
tion for human pose estimation[5]. Sun et al.[7-8] have
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adopted the depth information for sign language recog-
nition. Liu et al.[9] introduced an interactive system
which recommends the dressings according to the at-
tending event. Most recently, Verlado et al. conducted
research on weighting a person with no gravity[10]. This
work requires human calibration, and then the system
utilizes the human skeleton extracted by Kinect SDK②

to predict the weight. Their work was evaluated on
a small database of 15 subjects. Overall, the weight
estimation has never been fully explored by the com-
puter vision community. Weight information is still a
challenging feature to be visually extracted.

In this article, we propose a novel approach to esti-
mate human weight using a single RGB-D image taken
by Kinect. Fig.1 illustrates the proposed weight esti-
mation framework, characterized by its remarkable sim-
plicity: given only one single RGB-D image captured
of the subject, it can estimate the weight with small
errors. Additional information such as body height
and gender can also be simultaneously estimated in the
process. Note that the proposed method is learning-
based. For training and testing, we construct a new
W8-RGBD③ dataset, which contains 300 RGB-D ima-
ges of humans whose ground truth weights have been
manually collected. Our contributions are as follows.

1) To the best of our knowledge, this is the first
study on human weight estimation from a single RGB-
D image. And we construct the largest dataset called
W8-RGBD for this problem.

2) The novel sideview shape feature and the feature
fusion model are proposed to tackle human weight es-
timation.

3) We conduct comprehensive experiments to evalu-
ate the proposed RGB-D based method.

2 Dataset Construction

Since there is no prior research about weight esti-
mation based on single RGB-D images, the W8-RGBD

dataset, a collection of RGB-D images, is built for
weight estimation research. The images are collected
from 190 subjects (university students and staffs). One
to three images are captured from each person stand-
ing upright, with different locations, dressings, and dis-
tances to the camera. Consequently, we collect 300
RGB-D images for the dataset (200 and 100 RGB-D
images of male and female subjects, respectively). The
ground truth weight of a subject is measured by a usual
electronic scale at the same time when his/her RGB-D
image is taken.

3 Human Body Extraction

Given an image, the first question in estimating hu-
man weight is “where the human is”. Human detec-
tion has been extensively studied in the past few years,
based on gradients, such as histograms of oriented
gradients (HOG)[11], or keypoints in the image, such
as scale-invariant feature transform (SIFT)[12]. How-
ever, the information of the background in the resulted
bounding boxes is unhelpful and noisy for the weight
estimation. In literature, there exist some methods to
detect human from RGB-D images[13-14]. Here, we re-
quire the fine contour body in order to tackle the prob-
lem. Therefore, we apply depth information in human
detection and extraction.

3.1 Preprocessing

All input images are acquired using Kinect, i.e., no
other hardware such as a laser scanner is required.
Kinect provides both depth and color images at 30
frames per second, based on invisible infra-red projec-
tion. Due to the different positions of the depth and
RGB cameras in Kinect, RGB and depth images are
not well-aligned. We perform calibration on both depth
and color cameras to find the transformation to align
the images in a similar way as [15].

Fig.1. Proposed framework. The depth-color alignment process aligns RGB and depth images. Human detector is applied on the depth

image to extract a human. Feature extraction feeds the regression model to estimate human weight.

②OpenNI, http://www.openni.org, Aug. 2014.
③W8 is the abbreviation of “W-Eight” and the dataset consists of color and depth (RGBD) information.
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During the image acquisition, it is observed that the
quality of the depth image is affected by noises such as
the absorb ratio of the surface. Through observation,
we find that some parts of human head, hair, and foot
may lose depth information. In this work, we propose
to smoothen the depth map by filling the loss informa-
tion as follows. First, the corresponding color image
is oversegmented into superpixels using SLIC[16]. Each
pixel in the depth image of which the original depth
value is equal to 0, i.e., the depth value may be lost
due to the noise, is assigned the average depth value of
its eight nearest neighbors in the same superpixel. Fi-
nally, we apply a conventional Laplacian filter[17] with
a 3 × 3 kernel on pixels whose depth values are equal
to 0. Note that the depth image has the same size with
that of the color image.

3.2 Human Detection and Segmentation

Detecting and extracting humans in images or videos
is a challenging problem due to the variations in pose,
clothing, lighting conditions, and complexity of the
background. First we apply random sample consensus
(RANSAC) on the depth image to remove the floor.
Then we parse the RGB-D image into disjoint con-
nected components and perform our human detector.

3.2.1 Searching Connected Components

The conventional method to search the connected
components is to perform a flood-fill at every pixel.
However, its computational cost is very high. In-
stead, we adopt the fast finding connected component
algorithm④ on the depth image. The idea is to create
new blobs and merge them whenever they are disco-
vered to be the same. In particular, the current pixel
will be assigned to the same component as its top/left
neighbor if their difference is smaller than ε. Here ε is
defined as max(D)−min(D)

depth range , where D is a 2D array con-
taining the depth channel of the input RGB-D image,
and depth range is empirically set as 21. If both diffe-
rences are smaller than a threshold ε, the components
containing the top and left pixel are merged and then
include the current pixel.

3.2.2 Human Extraction

We first run the human detector[11] in the color im-
age. Then we find the overlapping area between the
extracted components and the detected human bound-
ing box. If one component has a large overlapping area
with a human bounding box (> 80% in our implemen-
tation), we extract its corresponding depth informa-
tion. All human instances in the W8-RGBD dataset
are well extracted by the proposed algorithm. Fig.2 il-
lustrates some of the human segmentation results, com-
pared with the traditional HOG-based human detection
method.

4 Features for Human Weight Estimation

To estimate human weight from RGB-D images,
we are confronted with two questions, namely, what
characteristics are crucial for weight estimation and
how to use these characteristics for the task. To answer
these questions, we will discuss several feature represen-
tation methods together with learning algorithms.

As discussed in [1], human height, width, and gen-
der are distinctive biometrics traits of human beings.
Therefore, all of them are considered as human biologi-
cal features for weight estimation. Additionally, we pro-
pose the novel feature, sideview shape, for estimating
human weight.

4.1 Height Estimation

As human height is an important factor in estimat-
ing human weight, we need to compute the real human
height in metre unit. Note that one person in photos at
different distances to the camera has different heights
in pixel. We estimate human height based on the fo-
cal length of the depth camera and the depth values
of the remaining components. In particular, the com-
ponent height h can be approximated according to the
following geometry equation:

h = d sin(α + γ)
( ha

hp + hp′

)
,

Fig.2. Human segmentation samples from W8-RGBD dataset.

④http://xenia.media.mit.edu/∼rahimi/connected, July 2014.
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where γ is the angle formed by Kinect motor from its
center position, and d is the distance from Kinect to the
top of the component. ha is the height of the human
in the depth image, hp is the distance from the top of
the component to the Kinect center and hp′ is the dis-
tance from the Kinect center to the center of the depth
image. ha, hp and hp′ are in pixel unit. α, the angle
between the top of the component and the Kinect cen-
ter, is computed as α = arc sinp sin γ(hp+hp′ )

hp′d
− γ. The

horizontal FOV (field of view) and the vertical FOV are
57.5 and 47.5 degrees, respectively. γ is given by Kinect
SDK, and the other parameters are directly computed
based upon the depth image. Fig.3(a) illustrates these
parameters for the height estimation procedure. The
width of the person is analogously computed.

4.2 Human Sideview Shape

The sideview shape is constructed from the depth in-
formation. Denote s = (s1, s2, . . . , sM ) as the sideview
shape of the k-th component in the depth image, M is
the number of rows of the k-th component in the depth
image, which is calculated based on its top and bottom
values, and si is defined by the following equation:

si = g(Di), i = 1, 2, . . . , M,

where Di = {D(i, j)|∀j label(i, j) = k}, D(i, j) is the
depth value at row i and column j, and g(·) is the mean
vector function. Note that only the torso or upper body,
s(1 : bM

2 c), is taken into consideration since the lower
body may be contaminated by the noises from clothes

such as skirt, long-dress, and jeans. We assume that
people stand upright. Fig.3(b) demonstrates the side-
view shape extracted from the upper body.

Eventually, the sideview shape feature is linearly
rescaled to 200 dimensions.

4.3 Human Gender

We also investigate the usefulness of gender in weight
estimation. To this end, we build the regression models
for each gender. Here we give a brief introduction about
gender estimation and try to include depth information
to support such gender estimation.

4.3.1 Traditional Gender Estimation Based on RGB
Image

We employ Local Directional Pattern (LDP)
features[18] for gender estimation since their descrip-
tors are more robust against lighting variation. LDP
provides the same pattern value even with the presence
of noises and non-monotonic illumination changes. For
training data, FG-NET⑤ and YAMAHA face datasets
are utilized. FG-NET and YAMAHA datasets have
1 002 and 8 000 images, respectively. We recapture
all images in both datasets with Kinect and then ex-
tract faces using a common face detector[19]. All de-
tected faces are processed via histogram equalization
and resized to 48 × 48 pixels. Facial LDP features
are `1-normalized after being extracted from faces. We
then apply linear SVM[20] to train the classifier. The
accuracy⑥ of our preliminary experiment on 300 RGB
images of W8-RGBD dataset is 92%.

Fig.3. Height estimation and sideview shape illustration. (a) Height estimation based on the distance and angle formed by human

head-top. (b) Human sideview shape from human torso scaled to 200-dimension feature. Extracted depth torso (left), and the sideview

shape (right).

⑤FG-NET dataset, http://sting.cycollege.ac.cy/∼alanitis/fgnetaging/index.htm, July 2014.
⑥Accuracy is (TruePositive + TrueNegative)/Total.



Tam V. Nguyen et al.: Seeing Human Weight from a Single RGB-D Image 781

4.3.2 Gender Estimation Based on the Sideview Shape

Human faces are not always detectable for the gen-
der estimator in some circumstances (e.g., bad light
condition, unusual face pose, and particularly long dis-
tance from the camera). Thus, we explore depth in-
formation to support gender recognition. We propose
miniLBP which is a minimized version of LBP origi-
nally developed for texture classification. Instead of
computing the LBP code from eight nearest neighbors,
miniLBP considers two nearest neighbors of two direc-
tions, top and bottom. Given a pixel c = (xc, yc), the
value of the miniLBP code of c is given by:

miniLBPR(xc, yc) =
2R−1∑
p=0

s(gp − gc)22R,

where R is the radius of the neighborhood. Here we
set R = 1, gc and gp are the intensities of c and p (a
neighbor pixel of c) respectively, and

s(x) =
{

1, if x > 0,

0, otherwise.

Depth information here is considered as another cue
to classify gender, unlike the traditional methods which
depend only on the face. In implementation, we first ex-
tract miniLBP features from 200 images which are not
included in the W8-RGBD dataset. Then, we use SVM
to train the model which will be used for the later ex-
periments. The accuracy of our preliminary experiment
on 300 depth images of W8-RGBD dataset is 88%.

5 Human Weight Estimation

5.1 Feature Fusion Models

To estimate human weight, we utilize the features
including body height, body width, and aforedefined
sideview shape. With such features, we aim to answer
the second question “how to combine those features al-
together”. We propose four different feature fusion mo-
dels (FFM) as follows:

FFM#1: body height, body width, and the
sideview-shape are combined into one feature vector;

FFM#2: body area (height × width) and sideview-
shape are concatenated as the feature vector;

FFM#3: body height and width only (without
sideview-shape feature);

FFM#4: sideview-shape feature only.

5.2 Learning to Predict Human Weight

The input feature extracted from an RGB-D
image is considered as a set of vectors {βi =
(βi0, βi1, . . . , βin)T}. For each input vector, we have

a real-valued output human weight value yi associated
with the input. We assume that each output human
weight is generated by the input through the following
linear equation:

f(βi) =
n∑

j=0

ωjβij ,

where f is the estimated weight and wj is the coefficient
(weight) of each feature dimension.

In order to estimate the value of each coefficient ωj ,
we minimize the following cost function:

C(ω) =
1
2

m∑

i=1

(yi − f(βi))
2

=
1
2

m∑

i=1

(yi −
n∑

j=0

ωjβij )2.

We consider using two standard regression met-
hods: `2-regularization and Support Vector Regression
(SVR). These methods are simple yet effective and suit-
able for the problem. The evaluation is conducted on
the above two regression methods across four FFMs as
mentioned in Subsection 5.1.

In `2-regularized regression, the closed form is ob-
tained as follows.

ω∗ = arg min
ω

1
2
||y − βω||2 +

λ

2
||ω||`2

= (βTβ + λI)−1βTy,

where β = (β1,β2, . . . ,βn) is the basis matrix, I de-
notes the identity matrix, and λ is the regularization
parameter.

For Support Vector Regression (SVR), we em-
ploy LibSVM[20] with Gaussian Radial Basis Function
(RBF) for the kernel function.

6 Experimental Results

We conduct extensive experiments on the W8-
RGBD dataset in order to identify the most suitable
feature fusion model for human weight estimation. The
W8-RGBD dataset contains 200 and 100 RGB-D ima-
ges of male and female groups respectively. The dataset
is randomly split into five batches. Each batch has 40
RGB-D images of male group and 20 RGB-D images
of female group. We keep the constraint such that all
of the RGB-D images of the same person belong to the
same batch. For each experiment, we perform a stan-
dard 5-fold cross validation test to evaluate the accu-
racy of our algorithms on the W8-RGBD dataset. The
validation process is repeated five times, with each of
the five batches used exactly once as the testing data
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and the remaining four batches are used as training
data. Each observation is used for testing exactly once.
We use the mean absolute error (MAE) to evaluate the
accuracy of weight estimation. MAE is widely used in
related literature[21-22]. MAE is defined as the average
of the absolute errors between the estimated weight and
the ground truth weight:

MAE =
1

NT

NT∑

i=1

|ŷi − yi|,

where yi is the ground truth weight for the test image
i, ŷi is the corresponding estimated weight, and NT is
the total number of test images.

In the first experiment, we utilize two regression mo-
dels which are learned without discriminating the gen-
der. We extract the aforementioned features from 300
instances in the dataset and evaluate various combi-
nations of regression methods and feature fusion mo-
dels. The MAEs for this experiment on the W8-RGBD
dataset are shown in Fig.1. The achieved MAEs of the
male are larger than those of the female. Furthermore,
`2-regularized regression yields better results on the mi-
nor weight groups. On the contrary, the SVR regression
model has the best MAEs on the major weight groups.
As can be seen in Table 1, SVR-FFM#2 outperforms
other combinations. FFM#2 produces the best results
in all regression methods.

In order to examine whether human weight is sen-
sitive to gender, we conduct the second experiment in
which regression models are used for each gender in-
dividually. Note that, the gender here is the ground
truth which is collected manually. We aim to investi-
gate weight estimation MAE (kg) at two gender groups
on W8-RGBD with different FFMs. The MAEs for
this experiment on the W8-RGBD dataset are shown
in Table 2. Similar to the first experiment, the results
obtained from SVR are better than those by the `2
regularization based method.

Another note from the experiment is the effect of
FFMs. Unlike the first experiment where FFM#2

dominates, the results in the second experiment show
that FFM#2 is effective for female while FFM#1
achieves the lowest MAE for the male in all regression
methods. This explicitly indicates that the FFMs we
have proposed are beneficial to human weight estima-
tion. Among the combinations, SVR-FFM#2 produces
the best results for the female while SVR-FFM#1 pro-
duces the best outcomes for the male. Through the
results, the sideview-shape feature performs compara-
bly to the human body height and width. The perfor-
mance of sideview-shape is improved when the indivi-
dual model is applied for each gender. The best per-
formance is achieved when the sideview-shape feature
is combined with human body height and width. The
combination is reasonable since the sideview-shape is
responsible for the rough “thickness” of the body while
the body height and width are utilized to compute the
body area. The best results are encouraging with MAE
4.62 kg for the female and 5.59 kg for the male.

The first two experiments demonstrate the indivi-
dual models for each gender produce better results than
the unified one. “Individual model” means that we first
detect the gender and then apply the corresponding
weight estimator of that gender for the given RGB-D
image. Hence, we conduct the third experiment to ex-
plore the circumstance in which the ground truth gen-
der is not used. Instead, we use the gender informa-
tion resulted from our gender classifier. In the case
where the face is detected, the gender is classified based
on RGB information as discussed in Subsection 4.3.1.
Otherwise, the depth information is applied to detect
gender as mentioned in Subsection 4.3.2. As learned
from the second experiment, we use SVR-FFM#2 for
the female group, while SVR-FFM#1 is applied for the
male group.

In addition, we also conduct the experiment on hu-
man performance, namely human guess in weight es-
timation. Twelve participants (six males, six females,
between 19∼32 years old) are invited to participate in
the experiments. Note that none of the twelve partici-
pants were involved in W8-RGBD data collection. Each

Table 1. MAEs (kg) of Different Algorithms on W8-RGBD Dataset (Same Model Applied for Both Genders)

Gender `2-Regularized Regression SVR

(Group) FFM#1 FFM#2 FFM#3 FFM#4 FFM#1 FFM#2 FFM#3 FFM#4

Female 5.58 5.20 6.59 8.59 5.58 4.94 7.25 8.05

Male 6.33 6.30 6.46 9.67 6.16 6.04 7.13 9.33

Table 2. MAEs (kg) of Different Algorithms on W8-RGBD Dataset (Individual Model Applied for Each Gender)

Gender `2-Regularized Regression SVR

(Group) FFM#1 FFM#2 FFM#3 FFM#4 FFM#1 FFM#2 FFM#3 FFM#4

Female 5.72 5.55 6.13 6.36 5.52 4.62 5.88 5.64

Male 6.31 6.69 7.03 7.65 5.59 6.67 8.05 7.89
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Table 3. MAEs (kg) of Different Models on W8-RGBD Dataset (Listed in Different Gender Groups)

Gender Unified Individual Models Individual Models Human Performance Human Performance

Model (Groundtruth Gender) (Classified Gender) (on Corresponding Gender) (on Both Genders)

Male 6.04 5.59 5.82 9.17 9.97

Female 4.94 4.62 4.79 5.45 7.06

Total 5.70 5.20 5.41 7.75 8.87

Note: The performance of our framework outperforms the one of human.

participant is shown the images in W8-RGBD dataset
in random order and inputs the corresponding esti-
mated human weight. We have two evaluations for hu-
man performance. In the first task, we consider all of
the estimated weight answered by the participants. In
the second task, we only consider the estimated weight
answered by the corresponding gender, i.e., the female
participants evaluate female instances.

The MAEs of different models are summarized in Ta-
ble 3 for the male, female, and both, respectively. Even
though the results for the individual models based on
classified gender do not match the results of the indivi-
dual models based on ground truth gender, they are
slightly better than the unified model’s results. It once
again shows that the gender is important in estimating
human weight and our gender classifier is acceptable
for human weight estimation. It also states that the
higher accuracy the gender classification achieves, the
better the obtained results can be for estimating hu-
man weight. Human performance achieves a gain which
shows the role of gender in estimating human weight.
The superior performance of our method over human
shows the advantage of our proposed feature fusion in
human weight estimation.

7 Conclusions

To the best of our knowledge, this is the first work
on the interesting problem of human weight estimation
based on a single RGB-D image. We proposed the new
human weight feature and constructed the W8-RGBD
dataset. The experiments showed the application of
the depth information to estimate human weight is ef-
fective. The color cues are useful for correcting depth
information and facial gender classification, while the
depth information is exploited in order to perform the
human segmentation, height estimation, sideview shape
feature extraction, and even gender estimation. The
depth information deserves to be further investigated
to support the existing color information in the future.
Our work does not require the calibration and estimates
the weight from a single RGB-D image.

In the future, we plan to collect more data with dif-
ferent human poses in order to further investigate how
to deal with multiview or occlusion. More advanced
estimation or fusion models will be also studied in the

future to improve the performance. We also plan to
extend our work with dressing recognition and evalu-
ate our work on different range sensors like the laser
scanner.
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