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Abstract Large displays have become ubiquitous in our everyday lives, but these displays are designed for sighted people.
This paper addresses the need for visually impaired people to access targets on large wall-mounted displays. We developed
an assistive interface which exploits mid-air gesture input and haptic feedback, and examined its potential for pointing
and steering tasks in human computer interaction (HCI). In two experiments, blind and blindfolded users performed target
acquisition tasks using mid-air gestures and two different kinds of feedback (i.e., haptic feedback and audio feedback). Our
results show that participants perform faster in Fitts’ law pointing tasks using the haptic feedback interface rather than the
audio feedback interface. Furthermore, a regression analysis between movement time (MT) and the index of difficulty (ID)
demonstrates that the Fitts’ law model and the steering law model are both effective for the evaluation of assistive interfaces
for the blind. Our work and findings will serve as an initial step to assist visually impaired people to easily access required
information on large public displays using haptic interfaces.
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1 Introduction

With significant price reductions for large LCD (liq-
uid crystal display) panels, we have observed a dramatic
increase in the use of large digital displays in public
spaces. Such rapid growth in large public display sys-
tems will lead us to accommodate environments that
encourage more frequent in-situ interactions that can
sense and respond to users in new ways. More and
more researchers are interested in demonstrating the
benefits of large interactive displays[1-2].

However, in spite of the proliferation of such dis-
plays in public spaces, assistive technology for large
public displays is sparse, poorly supported and lacking
a sound understanding of the challenges facing visually
impaired people (hereafter referred to throughout this
paper as “VIPs”). The ACM (Association for Com-
puting Machinery) code of ethics positions the use of
computer resources as a fundamental ethical considera-
tion: “In a fair society, all individuals would have equal
opportunity to participate in, or benefit from, the use of

computer resources regardless of race, sex, religion, age,
disability, national origin, or other similar factors.”①

Last year the worldwide demographic of VIPs was
estimated to be as many as 285 million people (WHO,
2013)②. Clearly, VIPs cannot access the information
on these displays as effortlessly as sighted people. In
order to create operationally effective and emotionally
fulfilling experiences for VIPs, large public display sys-
tems need to be augmented with nonvisual interface
modalities (e.g., audio and/or haptic).

The integration of sound in the interface to help
VIPs interact with information on a visual display has
been popular. Sound is largely used to alert users and
to provide feedback. Many display systems use the ro-
bust auditory channel to augment visual information
for VIPs[3]. However, there are cases where the hap-
tic channel might be a viable option for complement-
ing visual interfaces. For example, in the public dis-
play environment, interference from background noise
can significantly reduce the effectiveness of the auditory
channel[4]. In such situations, devices that can convert
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acoustic or visual signals into vibrotactile or electrotac-
tile signals will provide significant benefits for VIPs.

On the other hand, the ability to point at something
on the display and thereby manipulate it or perform
some function is central to most modern user interfaces.
Pointing and selecting interactions are ubiquitous tasks
in Human Computer Interaction (HCI) and numerous
new pointing and selecting interfaces continue to ap-
pear on the market. For those tasks, the well-known
models for evaluation and prediction are Fitts’ law and
the steering law models, which are two of a few success-
ful and reliable HCI predictive models[5-6].

Although there are studies related to Fitts’ or steer-
ing tasks, we are unaware of any adaptation of these
models that accounts for interaction by VIPs. In this
paper, we provide a solution to assist VIPs to effectively
interact with large public displays. 1) We proposed and
implemented natural mid-air gesture input and a haptic
feedback interface. VIPs could easily access a target on
a large wall-mounted display using our system. 2) We
extended the applicability of both Fitts’ and steering
laws in predicting and evaluating the performance of
VIPs, when they interacted with a large wall-mounted
display using haptic interfaces.

We believe that this paper is one of the first studies
to consider the development of large display interacti-
vity for VIPs, and it will go a long way towards grant-
ing them equal access to information that is currently
available only to sighted people. Specifically, our ap-
proach was to implement a lightweight, inexpensive in-
terface with mid-air gesture input and haptic feedback,
so that VIPs can efficiently access required targets on
a large display in 3D environments. Our system will
make significant interaction experiences available not
only to blind users but also to seniors and people with

low vision. In addition, we extended Fitts’ law and
the steering law models to predict and evaluate perfor-
mances of assistive user interfaces. In a broader sense,
we expect that this study will become a stepping-stone
for further researches on pervasive large interactive dis-
plays and assistive interface technologies by uniquely
evaluating new interaction paradigms.

2 Related Work

We conducted a literature review on existing inter-
action techniques for VIPs. We focused on two main
issues: 1) how VIPs initiate interactions with systems
(i.e., input) and 2) how they get feedback from the sys-
tems (i.e., output) (Fig.1).

Input modalities for VIPs are classified into eight
categories: 1) hand gestures[7-9], 2) upper body mo-
vement[10], 3) lower body movement[11-12], 4) enviro-
nmental context[13-17], 5) braille[18-20], 6) multi-tou-
ch[21-25], 7) speech[26-29], and 8) keyboard/mouse[30-31].

Feedback from the system (i.e., output) was classi-
fied into four broad categories: 1) vibration[7,9-10,13-14],
2) speech[15,19,21-22,26,31], 3) sound[8,11-12,16,20-21,29],
and 4) braille display[17-18,25,27].

To better understand the use of various displays
for VIPs, we assessed past studies regarding assistive
technologies for different display types. Our review
revealed that assistive interactive displays ranged in
size from handhelds (PDAs[14,32], palmtops[15,17], mo-
bile phones[33-34]) to desktop sizes (laptops[9,21,30-31,35],
Braille displays[20]), and to large display sizes (like
tabletop displays[3]). It appears that the appropriate-
ness of the display size correlated with the nature of the
tasks involved. Large displays were often used to inves-
tigate effective target acquisition techniques for blind
users. For example, the Access Overlay technique was

Fig.1. Input and output technologies for visually impaired people.
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developed to help blind users to more easily select a tar-
get on a large horizontal tabletop display using touch
and speech in tasks such as selecting a location on a
map application[3].

We also did a literature review regarding the sui-
tability of Fitts’ law to model interactions in large dis-
play scenarios. Shoemaker et al.[36] conducted an evalu-
ation of Fitts’ law applicability on large displays. While
some research has been conducted regarding Fitts’ law
tasks on large displays, little work has been done re-
garding blind people’s interactions on large vertical dis-
plays.

The Fitts’ and the steering laws could be adapted
to represent pointing and steering tasks performed by
VIPs on large displays, and they thus would be rele-
vant to our purpose (e.g., representing target acquisi-
tion tasks on large wall-mounted displays).

3 Experiment System

Our experiment system has two main parts, mid-air
gesture input and audio/haptic feedback. Our main
consideration in the design of an assistive interface for
a large wall-mounted display was to support its possible
use by blind people in a public space. Public display
sizes are increasing and the large displays are often po-
sitioned for viewing from a distance. Thus, the input
via mid-air gestures, enabling interactions at a distance,
becomes not only more viable but also more necessary,
especially for VIPs. In addition, haptic and audio feed-
back is efficient for navigating graphical contents such
as maps, diagrams, and floor plans by helping blind
users build mental spatial models of the direction and
the distance of graphical objects[37]. In the following
subsections, we first discuss the implementation of mid-
air gesture input, after which we discuss the implemen-
tation of audio/haptic feedback. Then, we explain in
detail the two experiments we conducted in Section 4
and Section 5 respectively.

3.1 Mid-Air Gesture Input

We captured mid-air gestures with a Microsoft
Kinect depth-sensitive camera, and used positions of
the right wrist and the right hand to calculate the point-
ing direction vector in 3D space. The projected X (how
far to the left or to the right) and Y (how far to the top
or to the bottom) values of the pointing direction vec-
tor were used to control a mouse cursor on the display
by a sendMouseInput method in the MSDN (Microsoft
Developer Network Library) utility class. With this
solution, users were able to control the cursor on the
screen by moving the right hand in front of the camera
(Fig.2).

Fig.2. A visually impaired person (VIP) interacting with a large

wall-mounted display using the gesture input and the haptic feed-

back.

3.2 Audio/Haptic Feedback

When users placed the cursor over a target, the
MouseOver event triggered the audio or haptic feed-
back. For audio feedback, the system played a sound to
indicate that the target had been selected. For haptic
feedback, two modules were implemented, a wireless
sensor network and a wearable haptic device. Fig.3
shows the wearable haptic device used in the experi-
ment. The wireless sensor network module was built for
the communication between the display and the wear-
able haptic device. We used XBee radios to support the

Fig.3. Jacket, glove, and wristband with a vibration control box.

The box fits into the pocket of the jacket.
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ZigBee protocol, which is a standard communication
protocol for small, low-power digital radios for wireless
personal area networks (WPAN).

The wearable haptic device consisted of eight ERM
(Eccentric Rotating Mass) actuators, an Arduino Uno,
an Arduino XBee shield, an amplification board, and
a 9 V battery. The Arduino Uno, the Arduino XBee
shield, the amplification board, and the battery were all
placed together inside a small box, which could fit into a
jacket pocket (Fig.3). Four independent DC-controlled
vibration actuators were embedded on a wristband and
a glove. The sockets of the actuators were connected to
the amplification board by electric wires.

The flow of signals to generate haptic feedback was
as follows. First, if a target on the display was pointed
at, the display system opened a serial data communi-
cation channel to the vibration control box via XBee
radios. Then, the XBee radio connected on the display
system sent data (i.e., actuator number, amplitude, on
and off status) wirelessly to the Arduino XBee shield on
the vibration control box. After getting the data, the
Arduino sent a pulse-width modulation (PWM) signal
to the actuators through the amplification board. The
actuators then created vibrations based on the signal.

To investigate the effectiveness of our gesture input
and haptic feedback system, two experiments were con-
ducted, the Fitts’ law task in experiment 1 and the
steering law task in experiment 2. The following sec-
tions describe the two experiments in detail.

4 Experiment 1: Fitts’ Law Task

First we compared the effect of audio feedback and
haptic feedback when VIPs tried to accomplish the task
in style of Fitts’ law. The original Fitts’ law task was
devised for interactions by sighted users. We extended
it so that VIPs could access targets using audio or hap-
tic feedback. The adaptation of the Fitts’ law task is a
good starting point for building a performance model
for VIPs to interact with large wall-mounted displays.
We examined whether the current use of Fitts’ law on
the visual modality of user interfaces could be extended
to multimodalities with haptic and audio interfaces.

4.1 Participants

Six participants were recruited including one blind
participant from a local blind association and five
normal vision participants from a university. Nor-
mal sighted participants were blindfolded, so that they
would rely on their haptic or hearing sensors only with-
out seeing the display. Their ages ranged from 21 to 49
and the average was 26.5 years. All participants were
right-handed males. They were paid about $10 for their
participation.

4.2 Apparatus

We conducted the study using a SHARP Aquos 60
inch (142 cm W × 84 cm H) flat screen LCD hung on
the stack at eye-level, and the participants performed
the tasks in the standing posture. In addition, a Mi-
crosoft Kinect camera was placed at the bottom-center
of the large screen to capture gestures. In the haptic
condition, the participants wore the jacket and glove,
which was equipped with previously mentioned haptic
devices (Fig.3).

4.3 Task

Similar to the original Fitts’ experiment[5], partic-
ipants performed a pointing task on a pair of vertical
rectangular targets by moving the right hand in the air.
The mid-air arm and hand gestures were mapped to the
movement of a pointing cursor on the display so that
they could guide the cursor to the vertical rectangular
targets (Fig.4). In addition, automatic audio or haptic
feedback assisted participants to correctly point to the
target, i.e., they could hear audio sounds or feel vibra-
tions on their hands when the cursor hovered over the
target. The steps for the target-pointing task were as
follow.

Fig.4. Interface for Fitts’ law pointing tasks in experiment 1.

The two black bars are vertical rectangular targets.

1) Move to the Starting Rectangular. At the begin-
ning of the task, participants raised the right hand and
moved the hand toward the left target until they per-
ceived audio or haptic feedback, which indicated access
to the target. Then, the participants notified the ex-
perimenter by saying “I can feel it” or “I can hear it”.
The color of the target changed from black to yellow
when the pointing cursor moved onto the rectangular,
thus drawing it to the experimenter’s notice. This left
target became the starting point. Then, participants
moved the hand to the right to select another vertical
rectangular. The starting time was logged by the sys-
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tem at the moment when the cursor exited the starting
rectangular.

2) Selecting the Target Rectangular. Participants
moved the hand to the right until audio or haptic feed-
back was triggered by landing on the right vertical
rectangular. Then, participants stopped moving the
hand. This right vertical rectangular became the tar-
get point. When the pointing cursor entered the tar-
get rectangular, the ending time was recorded by the
system. Participants were asked to move the hand as
quickly and accurately as possible to select the target
rectangular.

3) Repeat. Participants repeated 1) and 2) above.

4.4 Four Feedback Conditions

The experiment had four feedback conditions, which
helped VIPs select the target: 1) flashing audio feed-
back (hereafter called “FAF”), 2) incremental audio
feedback (hereafter called “IAF”), 3) flashing haptic
feedback (hereafter called “FHF”), and 4) incremental
haptic feedback (hereafter called “IHF”). In the flashing
feedback condition, when the pointing cursor entered
the target rectangular, the audio alarm would sound or
the participant’s glove would vibrate. If the cursor was
outside of the target, the alarm or the vibration would
stop. In the incremental feedback condition, the vol-
ume of the audio alarm or the strength of the vibration
would increase, as the pointing cursor got closer to the
target. When the cursor entered the target rectangular,
the alarm or the vibration stopped immediately. The
main difference between flashing feedback and incre-
mental feedback was that the audio or the haptic feed-
back in the flashing style was designed to indicate only
that the cursor was on the target, whereas the audio
or the haptic feedback in the incremental style was de-
signed to be continuously activated while the cursor was
moving towards the target.

4.5 Measures

We used a repeated measures within-subject design.
Each participant completed all four different feedback
conditions. The target widths and distances were va-
ried. To balance out the learning effect, the order of
the four feedback conditions was counterbalanced us-
ing a Latin square. Within each feedback condition,
the order of the combinations for different target widths
and distances was also randomized. Pointing comple-
tion time, error rate, and subjective preference were
recorded during the experiment.

4.5.1 Pointing Completion Time

We measured the pointing completion time for each
feedback condition. Pointing completion time was

calculated as the duration from the selection of the
starting rectangular to the selection of the target rec-
tangular. Five degrees for the pointing index of diffi-
culty (IDp) with combinations of five widths (W ) and
five distances (A) to targets were investigated as Fitts’
law tasks[5]:

IDp = log2

( A

W
+ 1

)
.

The widths of the targets were set at W = 210, 190,
170, 150, 130 pixels (14.7 cm, 13.3 cm, 11.9 cm, 10.5 cm,
9.1 cm) respectively and the center-to-center distances
or amplitudes between the two rectangulars were set at
A = 210, 347, 510, 699, 910 pixels (14.7 cm, 24.3 cm,
35.7 cm, 48.9 cm, 63.7 cm) respectively. Thus, the val-
ues of the five IDp calculated by the W-A combinations
were 1, 1.5, 2, 2.5 and 3 respectively.

Participants repeated ten trials for each IDp under
four different feedback conditions. Therefore, the total
number of repetitions afforded for data collection was:

6 participants × 4 feedback conditions ×
5 index of difficulty levels × 10 trials
= 1 200 repetitions.

4.5.2 Error Rate

In addition to the pointing completion time, we
were also interested in the error rate while selecting
targets. During the experiment, if the region outside
the target was selected, a mistake was recorded for er-
ror rate calculation. From time to time, participants
“passed through” or “fell short of” the general region
of the target. These errors were recorded when the
cursor pointed beyond the target rectangular or when
it stopped before reaching to the destination.

4.5.3 Subjective Preference

To evaluate ease in selecting the target and the de-
gree of fatigue experienced, we asked the participants to
answer a 7-point Likert scale questionnaire after each
feedback condition (Table 1). In the questionnaire, 1
corresponds to the lowest preference and 7 to the high-
est preference. These questions were composed by refer-

Table 1. Questionnaires for Each Feedback Condition

Questions

1. How easy was it for you to learn the interface?

2. How easy was it for you to use the interface?

3. How tired were you after completing the work?

4. How stressful or annoyed were you after completing the

work?

5. How much did you like using the system?
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ring to ISO9241-400③. We also conducted follow-on
interviews to reveal any relevant usability issues.

4.6 Procedure

Before beginning the experiments, participants were
asked to complete a brief demographic survey as well
as a consent form. They were then given aural instruc-
tions for the task. During the experiments, partici-
pants stood in front of the display at a distance that
enabled the cursor to “reach” the rectangular targets
as the users gestured in 3D space. Thus, the exact dis-
tance was different for each participant depending on
his/her height, but it was generally around two meters
from the display. The experimenter helped participants
position themselves to face the display and so that their
pointing hand would be tracked correctly. Before the
actual trials, participants underwent a training period
for each feedback condition, until they were confident
using the feedback system. This allowed them to get
a feel for the task and to familiarize themselves with
the different feedback techniques for the target point-
ing tasks.

After the training session, the participants were
asked to perform the actual trials. Every participant
completed 200 combinations of target widths, target
distances, and feedback conditions. The order of com-
binations was randomized and counterbalanced. Each
participant performed the entire experiment in four ses-
sions lasting approximately two hours. The session was
divided according to the feedback conditions.

After they completed each feedback condition, par-
ticipants answered the questionnaires. Finally, when
participants completed all the conditions, an experi-
menter conducted an interview and collected qualita-
tive data on the experience. All the experiment sessions
were audio and video taped.

4.7 Results

We analyzed performance in terms of pointing com-
pletion time and error rate. A two-way ANOVA (analy-
sis of variance) with repeated measures was used for two
factors: feedback and index of difficulty. For the Fitts’
law analysis, a linear regression analysis was done to
ascertain whether the pointing completion time could
be predicted based on the index of difficulty. For sub-
jective preference analysis, a Friedman test was used.

4.7.1 Pointing Completion Time

There was a significant difference in the mean point-
ing completion time for the feedback (F (3, 15) = 3.97,
p = 0.03) and for the index of difficulty (F (4, 20) =

16.17, p < 0.001). The overall mean completion time
was 668 milliseconds for FAF, 1 080 milliseconds for
IAF, 589 milliseconds for FHF, and 667 milliseconds
for IHF (Fig.5).

Fig.5. Mean pointing completion time for four different feedback

conditions. Error bars show ±2 standard error.

We applied Fitts’ law to evaluate the correlation be-
tween the pointing completion time and the index of
difficulty. For all the feedback conditions, the point-
ing completion time (MT) and the index of difficulty
(IDp) were statistically significantly correlated. Linear
regression results between the pointing completion time
and the index of difficulty are summarized in Table 2.
Fig.6 presents the scatter plots of the pointing com-
pletion time against the index of difficulty for the four
feedback conditions.

Table 2. Summary of MT vs IDp Regression for the

Pointing Task with Four Different Feedback Conditions

Feedback A b R2

FAF −0.141 0.405 0.938

IAF −0.040 0.560 0.939

FHF −0.068 0.329 0.973

IHF 0.029 0.319 0.979

Fig.6. Linear relationship between the pointing completion time

and the index of difficulty in four different feedback conditions.

③ https://www.iso.org/obp/ui/#iso:std:iso:9241:-400:ed-1:v1:en, July 2014.



Kibum Kim et al.: Assisting Eyes-Free Pointing on Wall Display 831

4.7.2 Error Rate

Results for error rates show a significant main effect
for the index of difficulty (F (4, 20) = 3.53, p = 0.03)
but no significant effect for feedback (F (3, 15) = 0.21,
p = 0.89). The overall mean error rates were 10.2% for
FAF, 7.7% for IAF, 10.9% for FHF, and 9.6% for IHF.

4.7.3 Subjective Preference

A Friedman test indicated that there was a sta-
tistically significant difference in perceived overall sa-
tisfaction regarding use (i.e., Question 5 in Table 1),
depending on which type of feedback was used, χ2(3) =
13.67, p = 0.003. IHF was the most preferred, FHF
was the next, and then FAF and IAF were the least
preferred. We could not find any significant differences
for the other questions in the questionnaire.

5 Experiment 2: Steering Law Task

Through Experiment 1, we were able to examine
the effect of haptic feedback on a pointing task in
which participants were required to select a vertical rec-
tangular target. As a further study, in Experiment 2,
we simulated a steering task on the large public dis-
play. The steering task requires users to drag the input
device (or the pointer) a certain distance to select a
target. Examples of the steering task in everyday com-
puter use are navigating through a pull-down menu to
select a sub-menu or moving a scroll bar to pan the
window.

For our experiment, we chose a “tunnel steering”
task, where participants had to make a hand move-
ment trajectory from one side to the other side of the
display, passing through the “tunnel”[6]. Our hypothe-
sis was that with haptic guidance, participants would
complete the task as accurately and fast as they did
with audio guidance.

5.1 Participants

The same six participants from Experiment 1 took
part in Experiment 2. They were paid an extra $10 for
their participation.

5.2 Apparatus

We used the same wall-mounted SHARP Aquos 60
inch flat display and the Kinect motion-sensing camera
as those in Experiment 1. To support the haptic warn-
ing feedback (hereafter “HWF”), we attached four vi-
bration actuators to the glove, which participants wore
on the right hand. Those actuators were carefully sewn
onto a thin-fabric glove to ensure the stability during
hand movements. One vibration actuator was attached
to the back of the hand, one to the palm of the hand,

one on the index finger, and one on the little finger.
These indicated cardinal directions of movement: up,
down, left and right respectively. For the audio warn-
ing feedback (hereafter “AWF”), a sound was used as
an alarm when the pointing cursor entered the warning
zone.

5.3 Task

There was a virtual horizontal tunnel on the screen
(Fig.7). Participants needed to pass their hands along
the tunnel from left to right, while staying inside the
tunnel. The mid-air arm and hand gesture was mapped
to the movement of a pointing cursor on the display so
that participants could control the cursor.

Fig.7. Interface for the steering law task in experiment 2. The

black bar is a trajectory tunnel and the yellow bar shows a warn-

ing zone.

When the pointing cursor approached the top bor-
der of the tunnel, the participants would hear a warning
sound under the AWF condition, or feel a warning vi-
bration on the HWF condition. Then, they adjusted
themselves to lower the hand to avoid touching the top
border. Also, the color of the top border-warning zone
changed from black to yellow to alert the experimenter
(although the VIPs participants could not see this color
change). In the same way, when the pointing cursor
approached the bottom border of the tunnel, the par-
ticipants would hear another warning sound, or feel the
warning vibration. Then, they needed to raise their
hand to avoid touching or crossing the bottom border
of the tunnel.

If the hand crossed the top or the bottom border, the
game-over sound would play and the participants would
restart the steering task from the beginning. Otherwise,
once they passed through the tunnel successfully, they
could hear the game-ending sound. Then, we asked the
participants to move the hand back to the starting po-
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sition on the left side of the tunnel and steer through
the tunnel again. Participants were asked to complete
the task as quickly and accurately as possible.

We varied the combinations of tunnel length and
width, and the participants repeated the steering tasks
several times for each combination.

5.4 Measures

The steering completion time, error rate, and subjec-
tive preferences were recorded during the experiment.

5.4.1 Steering Completion Time

We measured the steering completion time for five
degrees of the steering index of difficulty (IDs) with the
combinations of five tunnel widths (W ) and five tunnel
lengths (A). IDs was defined from the original steering
law[6]:

IDs =
A

W
.

Steering completion time was calculated as the du-
ration of steering from the moment the pointing cursor
crossed the starting point on the left side of the tunnel,
to the moment the cursor crossed the end point on the
right side of the tunnel. The time was automatically
logged by the system based on the cursor’s positions.

Five widths for the tunnel were set at W = 250, 200,
180, 160, 150 pixels (17.5 cm, 14 cm, 12.6 cm, 11.2 cm,
10.5 cm) respectively and five lengths for the tunnel
were set at A = 500, 600, 720, 800, 900 pixels (35 cm,
42 cm, 50.4 cm, 56 cm, 63 cm) respectively. Thus, the
values of five IDs calculated by the W -A combinations
were 2, 3, 4, 5 and 6 respectively. Every participant per-
formed five combinations of IDs, with AWF and HWF.
They repeated each combination ten times. Therefore,
the total number of repetitions afforded for data collec-
tion was:

6 participants × 2 feedback conditions ×
5 index of difficulty levels × 10 trials
= 600 repetitions.

5.4.2 Error Rate

We also measured the error rate on the steering task.
During the experiment, if the participants exited the
tunnel region by crossing over either the top borderline
or the bottom borderline, an error was recorded. When
an error occurred, participants had to restart the task
from the starting position.

5.4.3 Subjective Preference

We asked the participants to answer a 7-point Lik-
ert scale questionnaire after completing the task on each
condition, as shown in Table 1. We also conducted in-

terviews to discover any useful insights and usability
issues.

5.5 Procedure

At the beginning of the experiment, participants
were given aural instructions about the task. Following
this, the participants underwent a training period al-
lowing them to familiarize themselves with the task and
the system. During the 10-minute training session, the
participants were permitted to practice steering tunnels
and they were allowed to ask for clarification. To mini-
mize recognition errors by the Kinect sensor, partici-
pants were asked to point their right hand at the display
while stretching the fingers out, facing the palm down-
ward the earth, and standing about two meters from
the display. The experimenter assisted participants so
that they might stand in the right position and control
a cursor with mid-air gestures.

The order of experiment conditions for different feed-
back types and the index of difficulty were randomized
and counterbalanced using a Latin square. Each par-
ticipant performed the entire experiment in one ses-
sion lasting approximately one hour. There were short
breaks between each feedback condition. After all the
trials, the participants completed questionnaires. Ex-
perimenters also interviewed the participants in order
to collect qualitative data on their experiences during
the experiment.

5.6 Results

We analyzed performance in terms of steering com-
pletion time and error rate. All results were analyzed
using a within-subjects analysis of variance (ANOVA),
evaluated at an alpha level of 0.05. A linear regression
analysis was performed to ascertain whether the steer-
ing completion time could be predicted based on the
index of difficulty. For subjective preference analysis, a
Friedman test was used.

5.6.1 Steering Completion Time

Results for the steering completion time showed
significant main effect for the index of difficulty
(F (4, 20) = 5.42, p = 0.004) but no significant effect
for the feedback (F (1, 5) = 0.40, p = 0.55). The over-
all mean steering completion time was 1.2 seconds for
AWF, 0.95 seconds for HWF.

We applied the steering law to evaluate the corre-
lation between the steering completion time and the
index of difficulty. For all the feedback conditions, the
steering completion time (MT) and the index of dif-
ficulty (IDs) were statistically significantly correlated.
Linear regression results between the steering comple-



Kibum Kim et al.: Assisting Eyes-Free Pointing on Wall Display 833

tion time and the index of difficulty are summarized in
Table 3. Fig.8 presents the scatter plots of the steering
completion time against the index of difficulty for two
feedback conditions.

Table 3. Summary of MT vs IDs Regression for the

Steering Task with Two Different Feedbacks

Feedback a b R2

AWF 0.306 0.223 0.922

HWF 0.132 0.204 0.978

Fig.8. Linear relationship between the steering completion time

and the index of difficulty for two different feedbacks.

5.6.2 Error Rate

Results for error rates showed no significant main
effect, for either the feedback (F (1, 5) = 0.16, p = 0.71)
or the index of difficulty (F (4, 20) = 1.68, p = 0.19).
The overall mean error rates were 2.1% for AWF and
2.7% for HWF.

5.6.3 Subjective Preference

A Friedman test indicated that there was a sta-
tistically significant difference in perceived overall sa-
tisfaction (i.e., Question 5 in Table 1), depending on
which type of feedback condition was used, χ2(1) = 4.0,
p = 0.046. Participants preferred haptic warning to au-
dio warning for the steering task. We could not find
any significant differences for the other questions in the
questionnaire.

6 Discussion

One of our goals in this study was to investigate
whether haptic feedback could be effective in helping
blind users acquire a required target on a large wall-
mounted display. We adopted two fundamental perfor-
mance models in HCI, Fitts’ law and the steering law,
to evaluate the devised assistive interface. In Experi-
ment 1, the performances of two haptic feedback modes
(i.e., flashing mode and incremental mode) were overall
successful in pointing tasks. When feedback occurred
only upon the contact with a target in the flashing
mode, participants were able to complete the pointing

task more quickly with haptic feedback than with au-
dio feedback. On the other hand, when the strength of
feedback was set to continuously increase as the hand
approached the target in the incremental mode, par-
ticipants were able to complete the pointing task with
haptic feedback just as quickly as with audio feedback.

Generally, in the incremental feedback mode, par-
ticipants had fewer errors than in the flashing feed-
back mode. This showed that there was a trade-off
between the accuracy and the speed, i.e., faster com-
pletion produced more errors. From the interview with
participants after the experiment, we were able to infer
the reason for this observation: as vibration occurred
continuously, the participants’ judgment regarding the
most intense vibration varied, and they reacted tenta-
tively and slowly to the approach to the target. All
participants except one said that it was much easier to
distinguish and react to simple on/off vibration at the
moment of arrival at the target.

For the steering task in Experiment 2, we found
that there was no significant difference between hap-
tic feedback and audio feedback in respect of comple-
tion time or error rate. This result implied that par-
ticipants could complete the steering task with haptic
feedback just as accurately and quickly as with audio
feedback. Furthermore, all participants mentioned at
the post-experiment interview that they could do the
work better with haptic warning than with audio warn-
ing. Thus, it can be argued when audio feedback is not
the best choice such as in a noisy environment, haptic
feedback will be a good alternative to support interac-
tion with a large display.

In this study, we found that Fitts’ law is effec-
tive for predicting and evaluating the performance of
VIPs in pointing or steering a target on a large wall-
mounted display with haptic or audio feedback. Fitts’
law has been applied mainly for ballistic aiming move-
ment, where users can plan the movement at the start.
According to the pioneering work of Woodworth[38], the
goal-directed aiming movement has two phases, a bal-
listic movement phase, which covers most of the dis-
tance, followed by a deceleration movement phase to
the final goal. Previous work found that visual feed-
back mainly controlled the deceleration phase in aim-
ing movements[39]. Likewise, in Fitts’ law, as the index
of difficulty increases, visual feedback becomes more
important in the deceleration stage. Through our ex-
periments, we examined the use of Fitts’ law for envi-
ronments where participants could not see where the
target was so that they could not plan the movement
prior to the start of the movement. The results showed
the potential for applying Fitts’ law even for non-visual
interfaces such as haptic or audio interfaces. This find-
ing can help user interface designers when designing



834 J. Comput. Sci. & Technol., Sept. 2014, Vol.29, No.5

assistive user interfaces for VIPs as we propose in our
study.

The ability to point a target on an interface is the
first step for further manipulation and it is central to
most modern graphical user interfaces. Despite the con-
siderable body of existing literature on pointing and se-
lecting, the present study is, to the best of our knowl-
edge, among the first of its kind in that we are con-
cerned with VIPs and their use of large vertical dis-
plays. Specifically, we present natural gesture input
aided by haptic feedback. As a further study, we are
investigating the theoretical rationale regarding how
Fitts’ law could also be applicable to predicting and
evaluating a performance model for VIP-computer in-
teraction on non-visual interfaces.

The prototype in this study required VIPs to wear
extra equipment on their bodies. It may be desirable to
eliminate this requirement. Since the mobile phone is
becoming a popular commodity for VIPs, one promis-
ing way of getting haptic feedback from a large public
display is through mobile phones. We are developing
the prototype of mobile phone haptic devices as a next
step.

There is a body of research pertaining to eyes-
free target acquisition interaction[40-44]. CAVIAR[40]

supports acquiring objects in the peripersonal space.
In CAVIAR, a wristband with its vibrotactile actua-
tors generates continuous stimuli for guiding the user’s
hand. The wristband is directed via Bluetooth from
a mobile phone, which recognizes and tracks the hand
and objects using computer vision. Morelli et al.[41-42]

presented haptic feedback to point out the location of
a virtual object in tactile-proprioceptive displays and
evaluated multilinear target-scanning in a plane in front
of the user. Their vibrotactor used pulse delay and
frequency to provide directional vibrotactile feedback.
Virtual shelves[43-44] were for selecting nonvisual ob-
jects by positioning a Wiimote within a virtual circular
hemisphere defined in front of the user. The major dis-
tinctions between these existing eyes-free search meth-
ods and our work are as follows. 1) We focus on inter-
actions with the large wall-mounted display rather than
on interactions with assistive mobile devices. Accord-
ingly, the use of our approach to blind manipulation
of a large vertical display and, at a higher level, the
application of finding strategies could be included in
general search algorithms for use by VIPs. 2) Instead
of tracking an active LED marker[41-42,44] or using an
accelerometer and a gyroscope to sense the position and
orientation[43], our system can trace barehanded move-
ments in absolute coordinates, providing more natural
interaction experiences.

This study has shown an approach to the design and
development of an assistive interface for VIPs to per-

form fundamental HCI tasks in mid-air interaction en-
vironments. Future work includes conducting an addi-
tional experiment with more blind participants to fully
validate the value of our findings.

7 Conclusions

While the rapid growth of large interactive display
systems in our everyday lives enables sighted people
to spontaneously and naturally walk-up-and-use public
information, those technologies remain largely inacces-
sible to blind people. In this study, we explored the
feasibility of mid-air gesture input and haptic feedback
to help blind people access targets on large displays
more easily. The performance results of our studies at-
test to the potential for blind users to access targets
on interactive large displays. In addition, we studied
the applicability of Fitts’ law and the steering law for
the evaluation of assistive user interfaces. Our results
show that both Fitts’ law and the steering law are valid
for predicting eyes-free target acquisition time on both
haptic and audio feedback interfaces. Our work and
findings will serve as a significant initial step towards
granting visually impaired people equal access to infor-
mation on large public displays.
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