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Abstract The performance loss resulting from different cache misses is variable in modern systems for two reasons: 1)
memory access latency is not uniform, and 2) the latency toleration ability of processor cores varies across different misses.
Compared with parallel misses and store misses, isolated fetch and load misses are more costly. The variation of cache
miss penalty suggests that the cache replacement policy should take it into account. To that end, first, we propose the
notion of retention benefit. Retention benefits can evaluate not only the increment of processor stall cycles on cache misses,
but also the reduction of processor stall cycles due to cache hits. Then, we propose Retention Benefit Based Replacement
(RBR) which aims to maximize the aggregate retention benefits of blocks reserved in the cache. RBR keeps track of the
total retention benefit for each block in the cache, and it preferentially evicts the block with the minimum total retention
benefit on replacement. The evaluation shows that RBR can improve cache performance significantly in both single-core
and multi-core environment while requiring a low storage overhead. It also outperforms other state-of-the-art techniques.
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1 Introduction

Cache performance, especially last-level cache per-
formance, is crucial to the system performance due to
the increasing memory access latency. In order to re-
duce the processor stall time on cache misses, a large
number of cache management policies are proposed re-
cently to improve cache performance. Most of these
proposals focus on reducing the absolute cache miss
count[1-8], and they implicitly assume that all cache
misses result in equal performance degradation. How-
ever, this assumption is inaccurate in modern systems
for two reasons.

The first reason is that memory access latency is not
uniform in modern systems. There are many sources
of the variation of memory latency. First, in modern
DRAM systems, memory requests need additional serv-
ing time when the request queue is not empty or bank
conflicts occur, and memory requests that access the
same row as previous requests are served faster. Sec-
ond, the interconnect network introduces variable ac-
cess latency. For instance, requests to remote memory

usually spend more time than those to local memory.
Moreover, the disparity in memory latency will become
even larger in future systems. Due to the stringent
power and energy limitation in modern system design,
heterogeneous multi-core systems will become more and
more popular in the future. In such systems, multiple
different memory techniques are used simultaneously
(e.g., eDRAM, PCRAM, STT-RAM[9]), where the ac-
cess latency depends on the type of the accessed me-
mory. Besides, such systems also tend to use hybrid me-
mory hierarchies (e.g., 3D-stacked DRAM caches[10]).
In such scenarios, access latency depends on which level
of the memory provides the data.

The other reason for the disparity in miss penalty is
that to reduce the processor stall time on cache misses,
modern processors make use of various techniques such
as non-blocking caches[11] and prefetching[12] to serve
multiple cache misses in parallel. Using these tech-
niques makes the processor stall time on a cache miss
depend not only on its memory access latency, but
also on the situation of other concurrent misses. For
instance, the memory access latency of cache misses
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which can be served in parallel can be partly hidden by
that of other concurrent misses, and these misses thus
have small performance impact. On the other hand,
cache misses that occur in isolation can cause signifi-
cant performance loss.

The variation of miss penalty motivates the require-
ment for a miss penalty aware cache replacement policy,
which should focus on reducing the aggregate miss
penalty (i.e., processor stall cycles on cache misses)
rather than the aggregate miss count. Some recently
proposed cache replacement policies have taken into
account the miss penalty on replacement[13-18]. These
proposals compute and record the miss penalty when a
block is inserted into the cache, and preferentially re-
place blocks with small miss penalty.

However, only considering the miss penalty is not
enough. For instance, assume that block A has a large
miss penalty of 200 cycles on its insertion and is only
accessed once, while block B has a small miss penalty of
50 cycles and receives 9 hits when being resident in the
cache, and on each hit it prevents the processor from
stalling for another 50 cycles. In such a scenario, re-
serving B will save an aggregate penalty of 500 cycles,
while it is 200 cycles for A, and thus the cache should
reserve B instead of A. If we only consider the one-
time penalty on cache misses, block A will incorrectly
be preferred. Therefore, besides the penalty on cache
misses, it is also important to evaluate the potential
saved penalty due to cache hits, and the cache replace-
ment policy should take into account both of them to
make replacement decisions.

To evaluate both the penalty on cache misses and the
saved penalty on cache hits, we propose the notion of
retention benefit. The retention benefit of a block rep-
resents the increment of processor stall cycles assuming
that it is not resident in the cache. We also propose
a simple method to compute the retention benefit for
cache requests in superscalar processors.

Then, we propose Retention Benefit Based Replace-
ment (RBR) to maximize the aggregate retention bene-
fits of blocks reserved in the cache. RBR associates
each cache block with a retention benefit value (RBV)
to record its total retention benefit. On each access
(including hits and misses) to a cache block, RBR com-
putes the retention benefit and then accumulates it to
the RBV of that block. On replacement, the block with
the minimum RBV is selected as the victim block.

RBR can address the retention benefit variation of
different cache requests from both intra-program and
inter-program, and it is also prefetch-aware. Besides,
since RBR can adapt to the variation of miss penalty
intelligently, it can be applied in future systems without
requiring any extra effort of redesign and verification.

We model a modern desktop system to evaluate
the performance of RBR in the last-level cache. Our
evaluation shows that RBR can improve cache perfor-
mance significantly while requiring a low storage over-
head. On average, RBR outperforms LRU (Least Re-
cent Used) by 6.3% and 5.3% for single-core and 4-
core workloads respectively in the absence of prefetch-
ing. In the presence of prefetching, its average perfor-
mance improvement is 6.7% and 5.9% for single-core
and 4-core workloads respectively. It also outperforms
other state-of-the-art techniques including MLP-aware
replacement[16], DIP[3], RRIP[6], PIPP[5], and UCP[2].

The rest of this paper is organized as follows. Section
2 discusses some related work. Section 3 introduces the
notion of retention benefit and its computation method.
Section 4 describes the design and implementation of
RBR. Section 5 shows the experimental methodology,
and then Section 6 analyzes the results. Finally, Section
7 concludes this paper.

2 Related Work

Extensive research has been done to improve cache
performance. Based on the goal, these work can be
classified into two major categories: miss count based
policies which aim to reduce the miss count, and miss
penalty based policies which aim to reduce the miss
penalty. We will first introduce the primary work of
these two types of policies respectively in this sec-
tion. Then we will introduce some memory aware cache
management policies.

2.1 Miss Count Based Policies

A lot of studies propose to improve cache perfor-
mance by reducing the miss count. DIP[3] attempts
to insert most incoming blocks into the LRU posi-
tion to avoid thrashing when the working set is larger
than the cache size. Pseudo-LIFO[19] uses a fill stack
instead of the LRU stack, and prioritizes to replace
blocks on the top of fill stack. Keramidas et al. pro-
posed to explicitly predict the reuse distance to guide
replacement[20]. RRIP[6] distinguishes reused blocks
with no reused ones, and evicts no reused blocks prefe-
rentially. SHiP[8] can further improve the performance
of RRIP with a signature-based re-reference interval
predictor, and their signatures include memory region,
PC, and instruction sequence. PACMan[21] extends
RRIP to make it prefetch-aware. Duong et al. pro-
posed to protect cache blocks within a predicted reuse
distance[22].

Dead block prediction techniques try to identify
blocks that will not be accessed again (i.e., dead
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blocks), and evict them preferentially to improve per-
formance. Dead block prediction can be classified into
three categories based on how to identify dead blocks:
trace-based[1], time-based[23], and counter-based[4]. By
making prediction for continuous access sequences,
cache burst predictor[24] can improve dead block pre-
diction accuracy. SDBP[7] samples a part of sets to
reduce conflicts in the predictor for low overhead and
high prediction accuracy.

Bypass techniques improve cache performance by
bypassing blocks with poor locality. Based on how
to predict the locality, these studies can be classified
into address-based[25-28], block-based[29-30], and PC-
based[31-33]. LRF[34] combines address-based and PC-
based methods to improve performance. DSB[35] ad-
justs the bypass probability based on which one is ac-
cessed first between the incoming block and the victim
block. Gaur et al. proposed a bypass and insertion al-
gorithm for exclusive last-level caches[36]. It classifies
blocks based on their accessed time in the cache hierar-
chy. OBM[37] makes bypass decisions by predicting the
behavior of the optimal bypass.

To improve shared cache performance, some re-
cent work proposed to partition shared caches to mini-
mize the aggregate miss count of multi-core processors.
UCP[2] collects the cache utility information for each
core. Then based on the collected utility information,
UCP decides the cache allocation for each core to mini-
mize the total miss count. TADIP[38] extends DIP to
select the best insertion policy for each core. PIPP[5]

changes the insertion and promotion policy of different
cores to partition shared caches implicitly. NUcache[39]

improves shared cache performance by only retaining
blocks accessed by selected PCs. Vantage[40] partitions
shared caches at cache block granularity to make it
applicable in many-core systems. PriSM[41] partitions
shared caches by controlling the eviction probabilities of
different cores. There are also some studies that focus
on improving the fairness or QoS of shared cache[42-44].
Although we mainly focus on improving performance in
this paper, our policy can also be extended to improve
fairness or QoS.

Miss count based cache management policies implici-
tly assume that all cache misses are equally important.
However, the penalty of different misses can change dra-
matically in modern systems. Thus, only reducing the
miss count is not enough, and it is important for cache
management policies to take into account the variation
of miss penalty.

2.2 Miss Penalty Based Policies

Jeong and Dubois first proposed to take into account
the miss cost in cache management[13,45-46]. They use
two static miss costs to represent the miss cost to a

local memory and the miss cost to a remote memory
respectively in CC-NUMA multiprocessors, and several
replacement policies are proposed to extend LRU to
consider the miss cost. In uniprocessor environment,
Jeong et al. proposed to distinguish the miss penalty
between load and store misses[14]. However, they do
not distinguish the miss penalty between different load
misses.

Critical cache[15] and LACS[17-18] both estimate
the miss penalty using the number of issued instruc-
tions during the cache miss. Critical cache dedicates a
part of cache to preserve critical loads. LACS replaces
blocks with small miss penalty preferentially, and it can
dynamically adapt to different applications and execu-
tion phases. Issued instruction number is more related
to the processor performance. However, when memory
access latency is long enough, the number of issued in-
struction will show no difference, and thus using it to
estimate miss penalty is not accurate. Besides, such in-
formation is difficult to be obtained by the last-level
cache. On the other hand, our method uses cache serv-
ing time to estimate miss penalty, and thus it does not
need to obtain additional information from the proces-
sor.

Qureshi et al. proposed to take into account the
variation of miss penalty due to the ability of serving
multiple misses in parallel in modern processors, which
is called the memory level parallelism (MLP) cost[16].
They use the reciprocal of the in-flight miss number to
represent the MLP cost. On replacement, the MLP-
aware replacement policy selects the block with the
minimum weighted sum of MLP cost and LRU stack
position as the victim. However, their method does
not distinguish fetch and load misses with store misses
and is only applied in uniprocessors. MLP-DCP[47] and
MCFQ[48] partition shared cache based on the MLP
cost, and their MLP cost computation methods are
similar to that of [16].

Compared to our work, these previous miss penalty
based policies only take into account the miss penalty
on the insertion of blocks, and they do not consider the
reduced penalty on the hits of cache blocks. Therefore,
these policies cannot make replacement decisions based
on miss penalty information alone, and they also need
recency information provided by LRU. On the other
hand, our policy takes into account both the penalty
on cache misses and the saved penalty on cache hits.
Therefore, our policy can make replacement decisions
based on penalty information alone, and it does not
need any recency information.

2.3 Memory Aware Policies

In the main memory, the access latency of read re-
quests can increase due to conflicts caused by write-
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back and other requests. To address this problem,
some recently proposed polices schedule writebacks ear-
lier or combine multiple writeback requests to reduce
the interference introduced by writebacks[49-52]. Lee
et al. proposed to take advantage of the memory
characteristics[53]. These policies can reduce the me-
mory access latency of read requests. Our policy can
cooperate with these policies to improve performance
further. However, it is beyond the scope of this paper,
and we leave it as part of our future work.

3 Retention Benefit

In order to reduce the total processor stall time on
cache misses, caches should retain blocks that may hurt
the performance most on misses. Therefore, we propose
the notion of retention benefit to evaluate the reduction
of processor stall cycles on a cache access if the accessed
block is resident in the cache. In the rest of this sec-
tion, we will introduce how to compute the retention
benefit for cache miss and hit requests in modern su-
perscalar processors respectively. Then the next section
will introduce how to compute the aggregate retention
benefits of cache blocks and use them to guide cache
replacement.

3.1 Retention Benefit Computation for Cache
Misses

The retention benefit of a missing block reflects the
increment of processor stall cycles on its miss. We de-
scribe how to compute the retention benefit for cache
misses based on the request type.

Data Writeback. Writeback requests are generated
by inner caches on dirty block replacement. They do
not affect the processor performance, and thus their re-
tention benefits are set to 0.

Data Store. Modern processors usually employ a
structure called store queue to keep in-flight store in-
structions, and store instructions do not access caches
until they retire from the processor. As a result, store
misses hurt the performance only when the store queue
is full, which occurs rarely. Therefore, the retention
benefits of store misses are set to 1 to indicate their
small performance influence.

Instruction Fetch and Data Load. We use a method
similar to the MLP cost computation method proposed
by Qureshi et al.[16] for computing retention benefits of
instruction fetch and data load misses. After a long-
latency fetch or load miss (e.g., last-level cache miss),
the processor will run out of resources and stall soon.
Therefore, the processor stall cycles on a miss can be
approximated by the number of cycles that the cache
spends on serving the miss. If multiple misses occur in

parallel, the cache serving cycles can be divided equally
for all in-flight misses.

To compute the retention benefits for fetch and
load misses, we extend the MSHR (miss status hold-
ing register)[11] existing in current cache design. MSHR
is used to record in-flight cache misses, and each miss
is allocated an MSHR entry before the miss request is
sent to memory. We append each MSHR entry with
a field RB to compute its retention benefit. When an
MSHR entry is allocated on a fetch or load miss, its RB
is initialized to 0. Then, its RB is increased by 1/ (the
number of concurrent fetch and load misses) every cy-
cle, which indicates that all concurrent fetch and load
misses share the responsibility for this stall cycle. We
use a counter Cload miss to count the number of concur-
rent fetch and load misses. When the memory returns
data to an MSHR entry, its RB represents the reten-
tion benefit of the recorded miss request. Fig.1 presents
an example for computing the retention benefit, where
R1, R2, R3, and R4 denote different fetch and load miss
requests.

Fig.1. Example for retention benefit computation of instruction

fetch and data load misses.

To compute 1/Cload miss, a naive implementation
will need floating-point operations. We convert com-
plex floating-point operations to fixed-point operations
using a 64-entry lookup table (the maximum possible
value of Cload miss is 64 in our experiments). Besides,
as discussed in [16], it is not necessary to associate an
adder with each MSHR entry for its retention benefit
computation, and the time sharing four adders has a
negligible impact on the value of retention benefit.

Compared to the original method proposed by
Qureshi et al.[16], our method can distinguish the types
of different requests; while their method treats all types
of requests identically, which makes it less accurate.

The retention benefit of a miss request depends on
the current situation of other cache requests. For in-
stance, if request D converts to a hit in Fig.1, the re-
tention benefit of request C will increase. However,
Qureshi et al. have demonstrated that in most cases,
the situations of other cache requests are similar for two



Ling-Da Li et al.: Retention Benefit Based Intelligent Cache Replacement 951

requests to the same block[16]. Therefore, previous re-
tention benefits of a block can be used to predict future
ones of the same block.

Prefetch. Prefetch misses do not stall the proces-
sor. However, they may be valuable since subsequent
demand requests may use prefetched data. Thus, the
retention benefits of prefetch misses are set to 1.

For demand misses, prefetch misses can affect their
retention benefits in two ways. One is that for a
prefetch request which is not timely, the following de-
mand request to the same block cannot get its data
on time and misses in the cache, but with a relative
small retention benefit. In such scenarios, we only need
to reset the RB of the corresponding MSHR entry to 0
and restart the retention benefit computation when the
address of an in-flight prefetch request is found to be
identical to that of the current demand request. The
other way is that prefetch requests contend with de-
mand requests for the memory bandwidth, which will
eventually affect the memory access latency of demand
requests. However, our method for retention benefit
computation takes into account variable memory la-
tency. Consequently, our retention benefit computation
method is applicable in the presence of prefetching.

3.2 Retention Benefit Computation for Cache
Hits

As discussed in Section 1, it is not enough to only
compute retention benefits for cache misses, and it is
important to also compute retention benefits for cache
hits. The retention benefit on a cache hit can be viewed
as the increment of processor stall cycles when the hit
converts to a miss.

Data Writeback and Store. We use the same method
as that in the miss situation, since the performance im-
pact is negligible on their misses.

Prefetch. The retention benefit of a prefetch hit is set
to 0 since the prefetched block is already in the cache,
and thus the prefetch request provides no benefit.

Instruction Fetch and Data Load. Computing re-
tention benefits on instruction fetch and data load hits
is much more challenging compared with that on their
misses. Therefore, we pretend the hit request is a miss
and then use the retention benefit computation method
for fetch and load misses. At first, we need to estimate
the memory access latency when the hit request con-
verts to a miss. Since we model a desktop-like system
in our experiments, where the variation of memory la-
tency is not very large, we use a static estimated me-
mory access latency (200 cycles) in our experiments.
For more complex systems where memory latency can
change dramatically, a small address based memory
latency predictor can be potentially employed, since

cache block address usually determines its location in
the memory system, and thus roughly determines its
access latency.

With the estimated memory access latency, we also
need the information about other concurrent fetch and
load misses to compute the retention benefit. To sim-
plify the computation, we use the current number of
fetch and load misses (Cload miss) plus 1 (the pretended
miss itself) to approximate the average concurrent miss
number during the serving time of the pretended miss.
Consequently, the retention benefit of instruction fetch
or data load hit can be computed using the following
formula:

retention benefit =
estimated memory latency

Cload miss + 1
.

A more accurate method to compute retention bene-
fits for fetch and load hits is to design a structure HSHR
(Hit Status Holding Register), which is similar to the
MSHR. On each fetch or load hit, an HSHR entry is al-
located to compute its retention benefit using the same
method as that of MSHR. However, our analysis shows
that the performance of this method is similar to that
of the simple method above, and using HSHR also in-
curs extra hardware cost. Therefore, we use the simpler
method in this paper.

3.3 Analysis of Retention Benefit

Using the method described above, we analyze reten-
tion benefits of cache misses for SPEC CPU2006 bench-
marks in an LRU-managed 2MB L2 cache without
prefetching. Fig.2 presents the retention benefit distri-
bution for some representative programs. The left bars
in the histogram represent the retention benefit distri-
bution of fetch and load misses, while the rightmost bar
represents the percentage of store misses, whose reten-
tion benefits are always 1. There is no writeback miss
because we model an inclusive cache hierarchy.

For programs with high retention benefits, such as
milc and libquantum, most of their misses are fetch and
load misses and occur in isolation. For programs with
middle retention benefits, such as zeusmp and omnetpp,
some of misses have retention benefits equal to me-
mory access latency, while the others have small reten-
tion benefits. For programs with low retention benefits,
most of their misses occur in parallel and their memory
latency is hidden by that of other concurrent misses.
We observe that for programs with middle or low re-
tention benefits, the disparity in retention benefits of
different misses is large, and thus it is more important
for the cache replacement policy to take into account
the variation of retention benefits for these programs.
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Fig.2. Retention benefit distribution of LRU for representative

programs in SPEC CPU2006. (a) milc. (b) libquantum. (c)

zeusmp. (d) omnetpp. (e) mcf. (f) lbm. (a) and (b) are with

high retention benefits. (c) and (d) are with middle retention

benefits. (e) and (f) are with low retention benefits.

Moreover, in multi-core systems where last-level
caches are shared, the variation of retention benefits ex-
ists not only between different requests from the same
core, but also between requests from different cores. For
instance, when libquantum and lbm execute in paral-
lel, since the misses of libquantum have larger retention
benefits, more cache space should be allocated to it.
In doing so, although the miss count of lbm increases,
its performance loss is limited since extra misses have
small retention benefits.

Our results above motivate the need for a retention
benefit based cache replacement policy, which can deal
with the retention benefit variation of different misses.

4 Retention Benefit Based Replacement

Our goal is to calculate the aggregate retention bene-
fit for each cache block, and then design a cache re-

placement policy that focuses on reserving blocks with
larger aggregate retention benefits to improve perfor-
mance. To that end, we propose retention benefit based
replacement (RBR).

4.1 Aggregate Retention Benefit Computation

To enable retention benefit based cache replacement,
it is necessary to calculate and keep track of aggregate
retention benefits for all cache blocks. Therefore, RBR
associates each cache block with an M -bit retention
benefit value (RBV) to record its aggregate retention
benefit. The RBV of 0 indicates the minimal aggregate
retention benefit, while the RBV of 2M − 1 indicates
the maximum aggregate retention benefit.

On each cache miss and hit, the computed retention
benefit using the method in Section 3 is accumulated
to the RBV of the corresponding block. If a block
has a large RBV, it indicates that the processor will
stall for more cycles if that block is not resident in the
cache, and thus the cache should retain blocks with
larger RBVs preferentially.

As introduced in Section 3, the value of retention
benefit can be hundreds of cycles, and keeping accu-
rate aggregate retention benefits requires large storage
overhead and is also not necessary. In the real imple-
mentation, the retention benefit is quantized to a num-
ber between 0 and the maximum promotion number
MAX PRO. Table 1 shows the retention benefit quan-
tization when MAX PRO = 3. Then, the quantized
promotion number is accumulated to the RBV. After
accumulation, if the RBV is larger than the maximum
value of RBV (2M−1), the RBV is saturated to 2M−1.

Table 1. Retention Benefit Quantization When

MAX PRO = 3

Retention Benefit (Cycles) Quantized Promotion Number

0 0

1∼90 1

91∼180 2

180+ 3

When the width of RBV is fixed, MAX PRO should
be large enough to distinguish accesses with different
retention benefits. On the other hand, MAX PRO can-
not be too large because it will limit the ability of RBV
to record aggregate retention benefits for more cache
accesses. We study how to select the width of RBV
and the value of MAX PRO in Section 6.

4.2 Static RBR

To improve cache performance by retaining blocks
with large retention benefits preferentially, we propose
static RBR (SRBR) to select blocks with the smallest
RBVs as the victim.
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On a cache miss, SRBR selects the block with the
minimum RBV in the corresponding cache set as the
victim block. If there are multiple blocks with the same
minimal RBVs, SRBR breaks the tie by always search-
ing for the victim from a fixed position (from the left-
most block in this paper). If the minimal RBV is larger
than 0, SRBR decreases the RBVs of all blocks in the
corresponding cache set by the minimal RBV. In doing
so, SRBR can remove stale blocks from the cache, which
have accumulated large RBVs in the past, but have not
been accessed recently. Thus, decreasing RBVs of all
block in a cache set allows SRBR to adapt to changes
in the working set.

After the victim selection, SRBR inserts the new
block into the cache and updates its RBV. SRBR uses
the method mentioned in Subsection 4.1 to calculate
and quantize the retention benefit of the new incoming
block. Then, the RBV of the incoming block is initiated
to the quantized promotion number.

On a hit to a block, SRBR updates the RBV of the
hit block. We also use the same method to calculate
and quantize the retention benefit. At last, the quan-
tized promotion number is accumulated to the RBV of
the hit block. Fig.3 shows an example of the working
process of SRBR.

Fig.3. Example of SRBR working process.

Specifically, when MAX PRO = 1, i.e., all accesses
are considered to have the same retention benefits,
SRBR downgrades to an LFU-like (Least Frequently
Used) policy, since the RBV of a block records its ac-
cessed time in such situations. When the width of RBV
RBV width = 1 and MAX PRO = 1, SRBR is identical
to NRU (Not Recently Used), which is a pseudo LRU
policy widely used in modern processors[54-55].

4.3 Dynamic RBR

The limitation of SRBR is that it cannot deal with
thrashing access patterns. The following cache access
sequence shows a typical thrashing access pattern:

(a1, a2, a3, . . . , an)I .

It denotes that an access sequence from block a1 to
block an repeats I times (n > cache size), and we as-
sume that a1, . . . , an have the same retention benefits.

In such scenarios, the working set is larger than the
cache size, and SRBR will cause cache thrashing and
result in no cache hits.

To avoid cache thrashing, we propose Bimodal RBR
(BRBR) to address thrashing access pattern. On cache
misses, BRBR sets the RBVs of most incoming blocks
to the minimal RBV value 0, and infrequently sets the
RBVs of incoming blocks to the quantized retention
benefit value as SRBR. By setting the RBVs of most
incoming blocks to 0, BRBR can prevent new incom-
ing blocks from evicting blocks resident in the cache to
keep a part of working set in the cache steadily, and
thus the retained part of working set can receive hits
on accesses. Besides, infrequently setting the RBVs of
incoming blocks as SRBR makes BRBR adaptive to the
working set changes. BRBR is similar to the Bimodal
Insertion Policy (BIP) component of DIP[3].

Our experiments show that only setting the RBVs
of 1/64 incoming blocks as SRBR is enough. To imple-
ment it, the last-level cache only needs to add a 6-bit
counter which is added by 1 on each miss. When the
counter overflows, BRBR sets the RBV of the incoming
block as SRBR. Otherwise, the RBV is set to 0.

On the other hand, BRBR can hurt the performance
for non-thrashing access patterns. In order to improve
performance for all kinds of access patterns, we pro-
pose dynamic RBR (DRBR) to dynamically determine
which policy suits best for the current cache access pat-
tern, SRBR or BRBR. DRBR uses set dueling[3] to
compare the performance of SRBR and BRBR.

Set dueling is widely used to compare the per-
formance of two competitive replacement policies[3,6].
It permanently dedicates a few fixed number of sets
(called leader sets) to each policy and compares the
miss number of two groups of leader sets. Then, set due-
ling uses a saturating policy selection (PSEL) counter
to record which group of leader sets incurs less misses,
and thus selects its policy as the winning policy. The
winning policy is applied to the remaining sets (called
follower sets) of the cache as their replacement policy.

Instead of deciding the winning policy by compar-
ing their total miss number, DRBR extends set dueling
to decide the winning policy by comparing the total
retention benefits of misses of their leader sets with a
PSEL counter. PSEL is initiated to 0. On a miss in the
leader sets of SRBR, PSEL is decreased by the quan-
tized retention benefit of the miss. While on a miss
in the leader sets of BRBR, PSEL is increased by the
quantized retention benefit of the miss. If PSEL > 0,
it indicates that the misses of BRBR leader sets have
larger aggregate retention benefits and thus stall the
processor for more cycles. As a result, SRBR is chosen
as the winning policy and applied to all remaining sets
in the cache. Otherwise, if PSEL < 0, it indicates SRBR
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incurs more performance loss and BRBR is chosen as
the winning policy. In our experiments, we use a 12-bit
PSEL.

4.4 Thread-Aware Dynamic RBR

In multi-core processors, last-level caches are usua-
lly shared by all cores. Since concurrently executing
programs can show different cache access patterns and
thus have different favorite replacement policies be-
tween SRBR and BRBR, we extend DRBR to Thread-
Aware DRBR (TADRBR), which is similar to the ex-
tension from DIP[3] to Thread-Aware DIP (TADIP)[38].
TADRBR chooses the best suited replacement policy
for each core. TADRBR dedicates two groups of leader
sets for each core to determine which policy the core
should use in the presence of cache requests of other
cores.

Like TADIP, TADRBR requires one PSEL per core
to be thread-aware. Besides, to compute retention
benefits for requests of each core, we assign a Cload miss

for each independent core. On a cache access from a
specific core, the Cload miss of that core is used to com-
pute the retention benefit. The hardware overhead of
TADRBR is negligible.

4.5 Design Issues for Inclusive Caches

In our experiments, we evaluate the performance of
various techniques in an inclusive L2 cache. In an in-
clusive cache hierarchy, when a cache block is evicted
from the L2 cache, the same block must be evicted by
L1 caches to satisfy the inclusion property, and these
evicted L1 cache blocks as a result of inclusion are called
inclusion victims[56]. Inclusion victims may show good
locality in L1 caches, and thus evicting them early can
hurt performance[56].

To eliminate inclusion victims, the L2 cache replace-
ment policy should avoid replacing blocks resident in L1
caches. In the typical implementation of a two-level in-
clusive cache hierarchy, each L2 cache block is associa-
ted with per-core tracking bits that denote which cores
are caching the block. Therefore, we can use the track-
ing bits of a block to decide whether it is retained by
any L1 cache. However, the information provided by
tracking bits is inaccurate because L1 caches silently
drop evicted clean blocks. To address this problem, on
the replacement of a clean block in the L1 cache, it
sends an explicit eviction notification to the L2 cache,
and thus the L2 cache can update the tracking bits of
the corresponding block[57].

Upon replacement, the L2 cache preferentially se-
lects the victim among blocks which are not resident in

L1 caches. If there are no such blocks, the replacement
policy will select the victim block from all blocks in the
cache set. This method is similar to a recently proposed
inclusive cache replacement policy[58]. To make a fair
comparison, we evaluate the performance of all tech-
niques using this extension in our experiments. Our
experiments show that the performance of all tech-
niques can improve slightly with this extension, and the
increasing traffic due to explicit eviction notifications is
very small.

5 Experimental Methodology

5.1 Simulator

The simulator we used is gem5[59]. The microarchi-
tecture parameters of the simulator are shown in Table
2, and the configuration of the processor is similar to
the Intel Nehalem①. The simulator models a two-level
inclusive cache hierarchy using the MESI coherence pro-
tocol. The L1 caches are private to each core, while the
L2 cache is shared by all cores. In single-core configu-
ration, the L2 cache is 16-way 2 MB. In multi-core con-
figuration, the L2 cache is 4MB for 4-core configuration
and 8MB for 8-core configuration. The simulator also
models a hardware stream prefetcher for each core, and
prefetched blocks are inserted into both the L1 and the
L2 caches.

Table 2. Parameters of the Simulator

Parameter Configuration

Processor 4-wide, 128-entry ROB, 48-entry load queue,
32-entry store queue

L1 ICache 32KB, 64B block size, 4-way, 3-cycle hit la-
tency, PLRU

L1 DCache 32KB, 64B block size, 4-way, 3-cycle hit la-
tency, PLRU, 32-entry MSHR

L2 cache 2MB/4MB/8MB, 64B block size, 16-way,
16-cycle hit latency, 64-entry MSHR

Memory 1 channel, 2 dimms, 2 ranks per dimm, 8
banks per rank, bank conflicts modeled, 150-
cycle minimal access latency

5.2 Benchmarks

We use SPEC CPU2006 benchmarks[60] with the
first reference inputs to do evaluation. SimPoint[61]

is used to obtain a single representative 200 million
instructions for each benchmark. Among 29 SPEC
CPU2006 benchmarks, seven benchmarks cannot be ad-
dressed by our simulation infrastructure. For the re-
maining ones, gamess, namd, povray, calculix, h264ref,
and wrf are not evaluated because their working sets
are very small and their MPKI (misses per kilo instruc-

①Intelr CoreTM i7 processor. http://www.intel.com/products/processor/corei7/, Sept. 2014.
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tions) is less than 0.1 in a 2MB L2 cache under LRU.
The rest of 16 benchmarks are used in our experiments.

For the performance evaluation in multi-core envi-
ronment, we choose several benchmarks out of the 16 se-
lected SPEC CPU2006 benchmarks at random to com-
bine into a multi-core workload. Totally, we create 20
4-core workloads and eight 8-core workloads. We quan-
tify the performance in multi-core environment with the
following three widely used metrics:

weighted speedup =
n∑

i=1

IPC i

SingleIPC i

,

throughput =
n∑

i=1

IPC i,

fair speedup = n/
n∑

i=1

SingleIPC i

IPC i
,

where n is the number of cores, IPC i represents the
number of instructions per cycle of program i, and
SingleIPC i represents the number of instructions per
cycle of i when it runs alone.

6 Results and Analysis

6.1 Single-Core Workloads

At first, we evaluate the performance of SRBR in
the absence of prefetching. Fig.4 studies the sensiti-
vity of SRBR to the width of RBV (RBV width) and
the maximum promotion number MAX PRO. The x-
axis represents the value of MAX PRO under different
widths of RBV, and the y-axis represents the geometric
mean speedup of 16 single-core workloads. The speedup
is computed by dividing the IPC of SRBR by that of
LRU. When MAX PRO = 1, all accesses are considered
to have the same retention benefits, and thus SRBR
has no performance improvement. When MAX PRO is

close to its maximum value (2RBV width − 1), it limits
the ability of RBV to record the aggregate retention
benefit for more cache accesses. The results show that
when MAX PRO equals 3, SRBR achieves the best per-
formance improvement. They also show that using 3-bit
RBVs is enough. Therefore, RBV width is set to 3 and
MAX PRO is set to 3 in the following experiments. We
also observe that even using 2-bit RBVs and MAX PRO
of 3 can achieve a geometric mean speedup of 3.8%.

Fig.4. Sensitivity to the RBV width and the MAX PRO value

for RBR.

Then, we compare the performance of SRBR and
DRBR with other state-of-the-art techniques in the ab-
sence of prefetching. Besides SRBR and DRBR, we in-
vestigate the performance of other techniques including
MLP-aware replacement (MLP)[16], DIP[3], SRRIP[6],
and DRRIP[6]. Since RBR uses 3-bit RBVs, we also use
SRRIP and DRRIP with 3-bit RRPVs in our experi-
ments to make their comparison fair, and our experi-
ments show that their 3-bit versions perform slightly
better than the 2-bit versions.

Figs. 5∼6 show MPKI and IPC both normalized to
LRU for various techniques respectively. The geometric

Fig.5. Normalized MPKI for various techniques in the absence of prefetching.
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Fig.6. Normalized speedup for various techniques in the absence of prefetching.

mean speedup of SRBR and DRBR is 4.9% and 6.3%
respectively, while it is 3.1% for SRRIP, 4.1% for MLP,
4.6% for DRRIP, and 5.5% for DIP. Among these
benchmarks, mcf and sphinx3 show thrashing access
patterns. Therefore, DRBR chooses BRBR dynami-
cally and outperforms SRBR for these two benchmarks.
For the remaining benchmarks, SRBR is mainly chosen
by DRBR. Our results show that SRBR outperforms
other static cache replacement policies including LRU,
SRRIP, and MLP, while DRBR outperforms all other
static and dynamic policies. We observe that although
DRBR increases the MPKI of bzip2, it can improve
the IPC of bzip2 slightly since the increasing misses of
DRBR have small retention benefits. For lbm and astar,
their retention benefits are unpredictable and only LRU
performs well for them. Thus, most other policies de-
grade their performance compared with LRU. DIP does
not degrade their performance since it can dynamically
switch to LRU. However, the performance loss of RBR
for these programs is limited, and RBR requires less
storage compared with LRU as we will show. Thus, we
conclude RBR also suits for LRU friendly programs.

To illustrate why RBR can improve cache perfor-
mance, Fig.7 compares the retention benefit distribu-
tion of cache misses under LRU, DIP, and DRBR for
omnetpp. The retention benefit distribution of DIP and
DRBR is both normalized to the miss number of LRU.
Compared with LRU, both of them can reduce the ag-
gregate miss count significantly. While DIP reduces
more misses with small retention benefits compared
with DRBR, DRBR can reduce more misses with large
retention benefits. Hence, DRBR can achieve more per-
formance gain compared with DIP. The retention bene-
fit distribution of SRBR shows similar results.

We also study the performance of SRBR and DRBR
in the presence of prefetching. Fig.8 shows the speedup
when prefetching is enabled. The speedup is normal-
ized to that of LRU in the presence of prefetching.
SRBR and DRBR reduce average MPKI by 4.9% and
7.6% and achieve a geometric mean (gmean) speedup
of 5.6% and 6.7% respectively, and DRBR also out-
performs other techniques. Compared with LRU with-
out prefetching, DRBR outperforms it by 22.2%, while
LRU with prefetching outperforms it by 14.5%. These
experiments show that SRBR and DRBR can also im-
prove cache performance in the presence of prefetching.

Fig.7. Retention benefit distribution of LRU, DIP, and DRBR

for omnetpp. (a) LRU. (c) DIP. (c) DRBR.
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6.2 Multi-Core Workloads

In multi-core environment, TADRBR has more per-
formance potential since it can deal with the varia-
tion of retention benefits between different concurrent
programs. On multi-core workloads, we compare the
performance of TADRBR with other state-of-the-art
shared cache management policies including TADIP[38],
TADRRIP, UCP[2], and PIPP[5]. TADIP and TADR-
RIP are the thread-aware versions of DIP and DRRIP
respectively.

Fig.9 presents the weighted speedup normalized to
LRU for various techniques on 20 4-core workloads
in the absence of prefetching, where mix i represents
the i-th multi-core workload. Compared with LRU,
TADRBR achieves a geometric mean weighted speedup
of 5.3%, while it is 2.0% for PIPP, 3.1% for UCP, 3.9%
for TADRRIP, and 4.0% for TADIP. TADRBR only
degrades the performance of three workloads, and their

performance loss is all less than 0.3%.
The results on the metrics of throughput and fair

speedup are similar to those on weighted speedup.
TADRBR can achieve a normalized throughput im-
provement of 5.5% on geometric mean, and the geomet-
ric mean fair speedup of TADRBR is 8.0%. TADRBR
also outperforms other state-of-the-art techniques on
the metrics of throughput and fair speedup. The perfor-
mance improvement of TADRBR on fair speedup is the
most, since TADRBR rarely causes performance degra-
dation for individual program in a multi-core workload.

Fig.10 shows the normalized weighted speedup on
4-core workloads when prefetching is enabled. Com-
pared with LRU with prefetching, the weighted speedup
improvement is 5.9% for TADRBR, while it is 4.2%
for TADIP which performs the best among the rest
of techniques. TADRBR outperforms the other tech-
niques significantly. The results on throughput and fair
speedup are similar.

Fig.8. Normalized speedup for various techniques in the presence of prefetching.

Fig.9. Normalized weighted speedup for 4-core workloads in the absence of prefetching.
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Fig.10. Normalized weighted speedup for 4-core workloads in the presence of prefetching.

To study the scalability of TADRBR with the num-
ber of cores, we also evaluate the performance of
TADRBR on 8-core workloads. Fig.11 presents the
normalized weighted speedup for 8-core workloads in
the absence of prefetching. Compared with LRU, the
weighted speedup improvement of TADRBR is 4.5%,
which is roughly 1.5 times of the improvement of other
techniques in which TADIP performs the best and out-
performs LRU by 3.0%. With the increment of core
number, the retention benefit difference from different

cores also increases, and TADRBR thus has signifi-
cantly better performance.

In summary, due to the variation of retention bene-
fits between different cores, TADRBR is effective in
multi-core environment.

6.3 Storage Overhead

Table 3 shows the storage overhead of various tech-
niques for the 4MB L2 cache used in the 4-core configu-

Fig.11. Normalized weighted speedup for 8-core workloads in the absence of prefetching.

Table 3. Storage Overhead of Various Techniques for the 16-Way 4MB L2 Cache in 4-Core Configuration

Weighted Speedup Weighted Speedup with Prefetching Storage per Block (Bit) Extra Storage Total (KB)

LRU 1.000 1.180 4 0 32.00

PIPP 1.020 1.201 4 5KB 37.00

UCP 1.031 1.224 6 5KB 53.00

TADRRIP 1.039 1.221 3 40 bits 24.00

TADIP 1.040 1.223 4 40 bits 32.00

TADRBR 1.053 1.241 3 0.12KB 24.12

Note: the weighted speedup is normalized to that of LRU without prefetching.
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ration. The storage overhead of TADRBR comes from
the counters for retention benefit computation, per-
block RBV, and PSELs. To compute the retention
benefit, each core requires a 9-bit Cload miss, and each
MSHR entry requires a 14-bit RB. Each cache block
needs three bits to record its RBV. To be thread-
aware, each core needs a 12-bit PSEL. It totally con-
sumes (9 × 4 + 14 × 64 + 3 × 65 536 + 12 × 4) bits
= 24.12KB of extra storage to implement TADRBR,
which is roughly 0.6% of the total storage of a 4 MB
LLC. Compared with other recent proposals except
TADRRIP, TADRBR has a significant lower storage
overhead. The storage overhead of TADRRIP is simi-
lar to that of TADRBR. The storage overhead of DRBR
in single-core configuration is also very low.

7 Conclusions

Compared to the aggregate cache miss count, the ag-
gregate cache miss penalty is more related to the system
performance. In modern systems, memory access la-
tency is variable, and processors adopt techniques such
as non-blocking caches and prefetching to tolerate me-
mory access latency. As a result, cache miss penalty
can change dramatically, which motivates the need for
the cache replacement policy to be aware of the varia-
tion of miss penalty. This paper addresses this problem
by making the following contributions.

1) We proposed the notion of retention benefit to
represent the reduction of processor stall cycles when a
block is reserved by the cache, and we also proposed a
simple method for its computation. The retention bene-
fit can evaluate not only the performance loss on cache
misses, but also the performance gain due to cache hits.

2) We proposed Static Retention Benefit Based Re-
placement (SRBR), which selects the block with the
minimum aggregate retention benefit as the victim. In
doing so, SRBR retains blocks with larger aggregate
retention benefits in the cache.

3) We proposed dynamic retention benefit based re-
placement (DRBR). DRBR uses set dueling to dynami-
cally select the best suited policy between SRBR and
BRBR (bimodal RBR), which is designed to deal with
thrashing access patterns. DRBR can also be thread-
aware with only several additional counters.

Our evaluation shows that RBR improves cache per-
formance for both single-core and multi-core workloads,
no matter whether prefetching is enabled or not.

To the best of our knowledge, RBR is the first
pure penalty-based cache replacement policy without
depending on any other information. RBR is applied in
a desktop-like system in this paper. In future systems,
cache miss penalty can change more dramatically, and
thus it is even more important to deal with the varia-

tion of miss penalty. To apply RBR in such systems is
part of our future work. Besides, since memory aware
policies can reduce memory access latency as discussed
in Subsection 2.3 and RBR is aware of the changes of
memory access latency, they can cooperate with each
other to improve performance further. Thus, to apply
RBR with memory aware policies is also part of our
future work.
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