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Abstract Social network analysis (SNA) views social relationships in terms of network theory consisting of nodes and

ties. Nodes are the individual actors within the networks; ties are the relationships between the actors. In the sequel, we

will use the term node and individual interchangeably. The relationship could be friendship, communication, trust, etc.

These reason is that these relationships and ties are driven by social influence, which is the most important phenomenon

that distinguishes social network from other networks. In this paper, we present an overview of the representative research

work in social influence study. Those studies can be classified into three levels, namely individual, community, and network

levels. Throughout the study, we are able to unveil a series of research directions in future and possible applications based

on the state-of-the-art study.
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1 Introduction

Social network analysis (SNA) views social relation-

ships in terms of network theory consisting of nodes

and ties. Nodes are the individual actors within the

networks; ties are the relationships between the ac-

tors. The relationship could be friendship, communi-

cation, trust, etc. Compared with traditional social

scientific studies, which assume that it is the attributes

of individual actors that matter, SNA (social network

analysis) 1○ puts more emphasis on the relationships

and ties between actors within the network. The rea-

son is that these relationships and ties are driven by

social influence[1-2], which is the most important phe-

nomenon that distinguishes social network from other

networks[3].

In this paper, we present an overview of the repre-

sentative research work in social influence study. Those

researches can be classified into three levels. Fig.1

shows the categorization of social influence study in de-

tail. We shall follow this structure and discuss each of

them.

SNA provides a both visual and mathematical

analysis of human relationships. According to afore-

mentioned discussion, instead of individual actors, SNA

puts more focus on the connections between them. So-

cial networks have also been used to examine how orga-

nizations interact with each other, characterizing many

informal connections that link executives together, as

well as associations and connections between individual

employees at different organizations. Moreover, SNA

gives companies and stakeholders new opportunities to

collect information, design marketing strategies, attract

customers, and so on through social networks.

In social psychology, social influence[1-2] occurs

when an individual’s thoughts, feelings or actions are

affected by other people. A majority of social ties

in social networks such as who-believes-whom, who-

emails-whom, who-likes-whom or who-borrows-money-

from-whom can be concluded as social influence effect.

We refer to these networks which are driven by social

influence effect as influence-driven social networks. In

this paper, we focus on these networks and study how
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Fig.2. Three levels of social influence within social networks. (a) Atomic social influence phenomenon. (b) Effect of social influence on
community. (c) Effect of social influence in the network.

the social influence phenomenon affects them. For exa-

mple, Fig.2 depicts a conversation between users u1 and

v, which is a common scenario in many kinds of so-

cial networks[1,4-9]. Suppose that v recommends a new

application of Google+ to his/her neighbors. One of

his/her friends u1 sees the recommendation and decides

to have a try. In summary, u1 is influenced by v to use

a new application. Similarly, u2 is also influenced by

w to use this application. Such effects will result in a

growth of the Google+ user community, which is shown

in Fig.2(b). Thus, the evolution of a community can be

traced back to the effect of social influence. Similar to

the evolution of Google+ community, Gtalk user and

Android user communities also evolve in this way (i.e.,

Fig.2(c)). Such changes will result in the evolution of

the whole Google user network. It is obvious that most

of the changes and evolutions of social networks can be

seen as the result of the atomic social influence effect

in Fig.2(a). Thus, in this paper, we propose a sys-

tematical study over the social influence related work

and compare representative state-of-the-art approaches

such that series of development and further research

directions over social influence study can be unveiled.

In the following, we shall discuss the existing work and

conduct comparisons within each level in sequence.

The rest of this paper is organized as follows. We

investigate the individual-level, community-level, and

network-level social influence studies in Sections 2∼4

sequentially. Section 5 concludes this paper and dis-

cusses the future directions over social influence work.

2 Individual-Level Analysis

There are three main research areas with respect to

individual-level social influence study: the subject node

which influences others, the social tie where influence

flows, and the object node which is influenced. We will

discuss each of them in sequence.

2.1 Subject Node

Influential mining problem[10-12] is the focus in the

research field with respect to subject node. It aims to

answer the following question: given a social network,

which are the most important nodes with respect to a

specific application? In the following, we review some

representative work in this field.
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Out-Break. Leskovec et al.[13] discussed the prob-

lem of out-break detection in networks. The authors

answered the following question: which blogs should

we read to avoid missing important stories? In the pa-

per, the authors proposed a model to find a set of nodes

as sensors so that once out-break happens, the system

sensors can detect the out-break as soon as possible.

Nodes selected from the model can be referred to as a

placement of sensors. According to their approach, the

problem is formed as:

max
A⊆Λ

R(A) subject to c(A) 6 B,

where R(A) is a placement score of a placement A to be

maximized, c(A) is the related cost of such a placement

A, and B is a given budget. To accomplish the task,

they introduced a penalty function:

π(A) =
∑
i

P (i)πi(T (i, A)),

where for a placement A ⊆ Λ, T (i, A) = mins∈A{i, s}
is the time until event i is detected by one of the sen-

sors in A, P is a given probability distribution over the

events, and πi(t) denotes the penalty of detecting event

i at time t. T (i,∞) is set to ∞, and πi(∞) is set to

some maximum penalty incurred for not detecting the

event i. Then R can be defined as:

R(A) =
∑
i

P (i)R({A}) = π(∞)− π(A).

Following this model, the authors showed by experi-

ments that they can find a series of important nodes in

blogosphere such that detecting information cascades

with the minimum cost is possible.

Influential Blogger. Agarwal et al.[14] proposed a

model to measure the significance of blogs. They de-

veloped a ranking algorithm to discover influential blog-

gers with the help of a post influence graph where the

influence of a blog post flows along the post-post links.

If I denotes the influence of a node (or a blog post p),

then InfluenceFlow across that node is:

InfluenceF low(p)

= ωin

|ι|∑
m=1

I(pm)− ωout

|θ|∑
n=1

I(pn),

where ωin and ωout are the weights that can be used to

adjust the contribution of incoming and outgoing influ-

ence, respectively. pm denotes all the blog posts that

link to p, where 1 6 m 6 |ι|; pn denotes all the blog

posts that are referred by p, where 1 6 n 6 |θ|; and |ι|
and |θ| are the total number of in-links and out-links

of p. InfluenceFlow accounts for the part of a post’s

influence that comes from in-links and out-links. The

overall influence of a blog post p can be defined as

I(p) = ω(λ)(ωcomγp + InfluenceF low(p)),

where ω is a weight function which rewards or pena-

lizes the influence score of a blog post depending on

the length λ of the post. ωcom denotes the weight that

can be used to regulate the contribution of the number

of comments γp towards the influence of blog post p.

Hence, for a blogger B, the influence score of each of

B’s N posts can be calculated as the blogger’s iIndex:

iIndex(B) = max
i

I(pi),

where 1 6 i 6 N . Thus, bloggers within a blogosphere

can be ranked according to iIndex.

Heat Diffusion. Ma et al.[15] used heat diffusion

models to find a set of k influential candidates as targets

for marketing strategy in social networks. Particularly,

the influence propagation is modeled as a heat diffu-

sion process within social networks where the influence

a node i receives at a particular time point t follows a

heat diffusion formula as the following:

fi(t+∆t)− fi(t)

∆t

= α(−τifi(t) +
∑

j:(vj , vi)∈E

1

dj
fj(t)).

In the above equation, τi is a flag to identify whether

node i has any outlinks, such that τi = 0 if node i does

not have any outlinks, otherwise, τi = 1. Solving the

equation, the influence that nodes receive at time point

t can be expressed as the following.

f(t) = eαtHf(0), Hij =


1/dj , if (vj , vi) ∈ E,

−τi, if i = j,

0, otherwise.

Based on this idea, the top-k candidates whose heat is

diffused to the largest scope are selected using a greedy

algorithm.

Twitter Authority. In a different media, Pal and

Counts[16] used the count of original tweets, conversa-

tional tweets, and re-tweets of a tweeter as features to

rank the authority of each tweeter in the context of

different topics. They employed a Gaussian mixture

model to compute the authority score of each tweeter.
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Formally, the authority score for twitter i can be com-

puted as the following:

RG(xi) =
d∏

f=1

[∫ xf
i

−∞
N(x;µf , σf )

]wf

.

In the above equation, wf is the weight that is put

on feature f ; xf
i is the associated value of node i on

feature f ; and N(x;µf , σf ) is the univariate Gaussian

distribution with model parameters as µf and σf . The

authority score defined above helps in devising a total

ordering under “6” over all the users. To validate their

results, they conducted a survey to rate the authority

of the tweeters and use it as the ground truth for au-

thority ranking.

Conformity. Li et al.[17] proposed a framework

that computes both the influence and the conformity

of an arbitrary individual. Conformity is defined as the

probability that an individual is willing to accept oth-

ers’ opinion. They proposed an iterative algorithm, of

which each iteration computes a pair of indices (influ-

ence Φ and conformity Ω) for each individual as follows:

Φk+1(u) =
∑

−→vu∈E+

Ωk(v)−
∑

−→wu∈E−

Ωk(w),

Ωk+1(u) =
∑

−→uv∈E+

Φk(v)−
∑

−→uw∈E−

Φk(w).

Moreover, they proved that the iterative algorithm was

guaranteed to converge. In order to justify the result

of the indices computation scheme, they applied the in-

dices in link prediction task. Empirical results showed

that using the computed indices of both influence and

conformity, link prediction accuracy can be improved

significantly.

The comparison of all the aforementioned work is

summarized in Table 1. They do not address the fol-

lowing issues. First of all, there exist positive edges and

negative edges in Twitter where positive edges repre-

sent agreement relationships while negative ones rep-

resent disagreement relationships. The aforementioned

models fail to distinguish negative edges from positive

ones. They treat both kinds of edges equally. Secondly,

these existing researches lack justification over the in-

fluential mining result.

2.2 Social Tie

A common problem that is related with social tie is

link mining which can be described as follows: given a

pair of unconnected nodes i, j, what is the probability

that they are connected in a future time t′? Since social

networks consist of individuals, the links between the

individuals tend to mirror or, in some cases, establish

new information propagation kernels. Studying the so-

cial tie allows the discovery and usage of information

dissemination within social networks. We review some

representative link mining work in the following and

then compare them with our work.

Common Neighbor. Liben-Nowell and Kleinberg

proposed an algorithm to solve the problem of link

prediction[18]. They developed approaches to link pre-

diction based on measures of the “proximity” of nodes

in a network. Experiments on large social networks

suggest that information about future interactions can

be extracted from network topology alone. Their ap-

proach is based on the idea that two nodes x and y

are more likely to form a link if Γ (x) and Γ (y) have

large overlap where Γ (x) denotes the neighbors of x. It

follows the natural intuition that such node pairs rep-

resent authors with many colleagues in common, and

hence are more likely to come into contact. Thus, the

authors set several different score measures to evaluate

the probability x and y will cooperate in future.

score(x, y) := |Γ (x) ∩ Γ (y)|, (1)

score(x, y) := |Γ (x) ∩ Γ (y)|/|Γ (x) ∪ Γ (y)|, (2)

score(x, y) := |Γ (x)| × |Γ (y)|. (3)

(1) is the concept of common neighbors.

Newman[19] has verified a correlation between the num-

ber of common neighbors of x and y and the proba-

bility that they will collaborate in the future. (2)

utilizes Jaccard coefficient which is widely used in in-

formation retrieval, measuring the similarity of features

Table 1. Influential Mining Models Comparison

Negative Edge Edge Type Text Analysis Justification

Out-Break[13] – Undirected – –

Influential blog[14] – Directed X –

HeatDiff[15] – Directed – –

TwitterAuth[16] – Directed X Survey

CASINO[17] X Directed X Link prediction
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between x and y. (3) is based on preferential attach-

ment model[20-21] which claims that the probability a

new edge involves node x is proportional to Γ (x) . The

authors also proposed that the probability of connect-

ing x and y was correlated with the product of the

number of collaborators of x and y.

Historical Study. O’Madadhain et al.[22] proposed

an algorithm for prediction and ranking of link exis-

tence based on event-based network data. The main

contribution of their paper is predicting the probability

for a pair of individuals to co-participate in the same

event. The problem can be formally described as fol-

lows: “given the information of a series of events, will

entities vj and vk co-participate in at least one event in

a future specified interval?” The authors treat this task

as a data-driven classification problem (in which “co-

participating” is one class, and “not co-participating” is

the other). The methods used are primarily probabilis-

tic classifiers, which assign a probability to each class

conditioned on the values of a set of specified features,

whose nature may vary depending on the dataset. They

defined the conditional probability as the following:

p(vj , vk ∈ Pt, t+∆t|f(Υ1, t, X, Y ) = w),

where vj , vk ∈ Pt, t+∆t is a binary proposition defining

whether entities vj and vk co-participate in any event

during the period t, t+∆t, f is a function returning a

vector w of feature values, Υ1, t is the historical event

data up to time t, and X,Y are the relevant entities

and event co-variate data. By computing the condi-

tional probability as above, they are able to predict the

probability that a pair of individuals will co-participate

in a event.

Signed Edge Prediction. In many social networks,

there exist different attitudes attached to the edges.

For example, in Epinions, the social ties between users

may express trust or distrust; in Slashdot, the social tie

may indicate agreement or disagreement. The edges at-

tached with trust/agreement can be labeled as positive;

the edges representing distrust/disagreement can be la-

beled as negative. Leskovec et al.[23] investigated some

of the underlying mechanisms that determine the signs

of links in large social networks where interactions can

be both positive and negative. They used logistic re-

gression to predict the signs of edges in signed networks

by exploiting a series of features as following.

P (+|x) = 1

1 + e−(b0+
∑n

i bixi)
.

Within the above formula, x is a vector consisting

of features (x1, . . . , xn) and b0, . . . , bn are the coeffi-

cients learned from the training data. All these features

are solely extracted from the structure of the network.

They showed that their model significantly improves

previous approaches.

OOLAM. Cai et al.[24] proposed another algo-

rithm called oolam (an opinion-oriented link analy-

sis model) by introducing a new feature (i.e., influence)

aside from the 7-dimensional degree features in [23].

A PageRank-like algorithm was developed to compute

the influence of individual users and then use it as an-

other feature in an svm classifier to predict the signs

of edges. They showed that by taking into account

the social influence of individual users, the accuracy

of edge sign prediction could be significantly improved.

Based on this, they categorized influence personae into

positive persona, negative persona, and controversy per-

sona. Positive and negative personae represent users

with high positive and negative influence, respectively.

The last kind of controversy persona represents a group

of individuals who are liable to be challenged or sup-

ported by many.

Blog Cascade Affinity. Li et al.[25-26] investigated

the phenomenon of blog cascading, where they test a

series of macroscopic and microscopic features that may

affect the probability for an individual to join an arbi-

trary blog cascade. They showed that the most impor-

tant feature that affects the cascade joining behavior

is the number of friends within a cascade using both

anova test and learning task. Moreover, they feed

all the features that have been found important to two

different learning algorithms, svm and BiMRF (Bipar-

tite Markov Random Field). Experimental results show

that utilizing the features and the learning algorithm,

they are able to predict the probability of an arbitrary

individual to join a given cascade.

The difference of all the aforementioned algorithms

is summarized in Table 2.

2.3 Object Node

The majority of existing work focuses on either the

subject who is influencing others or the edge where in-

fluence propagates. They have not systematically in-

vestigated the object in social influence phenomenon.

The only work regarding to the object node which is

influenced by others can be found in viral marketing

research. The majority of marketers are interested in

evaluating the probability for a user to purchase a par-

ticular product. It is of much importance for on-line

advertising and information propagation.
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Table 2. Link Mining Models Comparison

Negative Edge Edge Type Social Influence Feature Object Node

Common neighbor[18] – Undirected – –

Historical study[22] – Undirected – –

Signed edge prediction[23] X Directed – –

OOLAM[24] X Directed Node influence –

Blog cascade affinity[25-26] – Directed Number of friends, popularity
of participants, citing factor,
initiator-media link

X

In summary, most of the aforementioned work in

the field of individual-level study has only focused on

the subject node and social tie in social influence phe-

nomenon. They have ignored the object node. The re-

search investigating the object node that is influenced

by others is currently receiving much attention.

3 Community-Level Analysis

As an effect of social influence phenomenon, people

form communities in a network. Consequently, a great

deal of work has focused on mining implicit commu-

nities in online social networks[27]. A community is a

group of people with some common properties. Com-

munity mining is in fact subgraph identification[28] or

node clustering[29]. There are two main research direc-

tions in this area: community evolution and community

affinity.

3.1 Community Evolution

The basic problem to be addressed with respect

to community-level study is how to evaluate and ex-

tract communities which are highly evolving. To solve

this problem, researchers made a well accepted as-

sumption that communities are groups of people who

are relatively stable along the evolution of network[30].

Based on this assumption, many frameworks have

been proposed to find communities within evolutionary

networks[31]. We present some of them in the following.

FacetNet. Lin et al.[32] analyzed communities and

the evolution of them through a unified process. An

adjacency matrix factorization approach is introduced

in the paper. According to the approach, the adja-

cency matrix of a network W can be factorized as

W = X · ΛT where X ∈ Rn×m
+ and

∑
i xij = 1[33].

In addition, Λ is an m×m non-negative diagonal ma-

trix. According to the paper, X · Λ fully character-

izes the community structure in the network. Based

on the factorization, the authors proposed snapshot

cost which captures how well the community structure

X · Λ · XT fits W at time t. It can be expressed as

CS = D(W ∥X · Λ · XT) where D(A∥B) is the KL-

divergence between A and B. Similarly, the authors

proposed another concept called temporal cost to mea-

sure how consistent the community structure at time t

is with respect to that of t − 1. It can be calculated

as CT = D(Y ∥X · Λ) where Y = Xt−1 · Λt−1. Both

of the cost are then linearly combined together into a

total cost formula as follows.

cost = α×D(W ∥X ·Λ ·XT) +

(1− α)×D(Y ∥X ·Λ).

Following this approach, communities can be de-

tected by minimizing this cost. The authors justified

this model in both synthetic dataset and real-world

datasets.

GraphScope. GraphScope[34] is a parameter-free al-

gorithm where the minimum description length (MDL)

principle is employed to extract communities as well

as their changes. According to this model, the evo-

lution of a graph G is modeled as a graph stream

G = {G(1),G(2), . . . ,G(t), . . .}. The goal of the model is

to find good partitions of source and destination nodes

that describe the community structure. In order to

evaluate the quality of partitions, they proposed an en-

coding scheme to represent temporal partitions, graphs

and subgraphs. For example, Fig.3(a) depicts a social

network where circles represent source node and squares

denote destination nodes. The adjacency matrix of the

graph is shown in Fig.3(b). Conceptually, such a bi-

nary matrix can be stored as a binary string with length

mn, along with the two integers m and n. For exam-

ple, Fig.3(b) can be stored as 110000100011 (in column

major order), along with two integers 4 and 3. To re-

duce the space, more scientific schemes such as Huffman

coding can be employed to store that string. The code

length for that is accurately estimated as mnH(G(t))

where H(G(t)) is the entropy of binary string of G(t)

that can be computed as follows.

H(G(t)) = −p(1) log p(1)− p(0) log p(0).
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In the equation, p(1) (resp., p(0)) denotes the ratio of 1

(resp., 0) in the entrance of matrix G(t). After encod-

ing the subgraphs using this method, MDL is employed

to evaluate the cost between the codes of different sub-

graphs. In this way, those subgraphs with the mini-

mum cost can be viewed as communities as they do not

change much between snapshots.

  

  

  
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Fig.3. Coding of GraphScope.

MONIC. MONIC[35] models the changes within

each individual community. The authors first clustered

the graphs at each snapshot. The goal of the model

is to find similar clusters across different snapshots of

the same graph. These similar clusters are viewed as

the same community evolving from one snapshot to an-

other. In order to do this, they proposed a measure to

evaluate the overlap from cluster X at time ti to cluster

Y at time tj (ti < tj), which can be described as the

following.

overlap(X,Y ) =

∑
a∈X∩Y age(a, tj)∑
x∈X age(x, tj)

,

where age(x, tj) describes the weight of record x at

time tj . Using this measure, the best matching clus-

ter, which exhibits the highest overlap value with X,

can be selected. The selected cluster is then viewed

as the identity cluster that evolves from X. The au-

thors also identified a set of key events, such as survive,

split, disappear, which are further studied based on the

changes of clusters.

Stable Cluster. Bansal et al.[36] also viewed the evo-

lution of a graph as a stream of graphs and clustered

each snapshot into partitions. They further used Jac-

card similarity to measure the similarity between clus-

ters at different snapshots. It is computed as the inter-

section of community members at different time points

divided by the union of the members.

overlap(C1, C2) =
|C1 ∩ C2|
|C1 ∪ C2|

.

In this way, a cluster evolution graph is formed. An

example is shown in Fig.4. Each node is a cluster at

a particular time point while edge weight is the Jac-

card similarity between clusters. The nodes in column

“Day 1” represent the clusters identified in the graph

at the first snapshot. An edge pointing from node “12”

to node “21” indicates that the cluster C12 is similar to

C21 with similarity of 0.5. Such a high similarity means

that C21 is probably evolved from C12. Thus, from this

graph, it is easy to find the most stable cluster by trac-

ing each path from “source” to “sink” and select the

one which exhibits the highest accumulated weight.
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Day 1 Day 2 Day 3 Day 4
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Fig.4. Cluster evolution graph.

Event-Driven. Asur et al.[37-38] studied the evo-

lution of graphs to understand particular patterns for

communities and individuals over time. They defined

the overlap ratio of vertex set for the same commu-

nity over two timestamps as overlap(x, y) = |x
∩

y|
min(|x|,|y|) .

Popularity index for community j at time i is:

PI(Cj
i ) =

Vi∑
x=1

Join(x,Cj
i )−

Vi∑
x=1

Leave(x,Cj
i ).

Influence index for node x is defined as: Inf(x) =

|moves(companions(x))|/|moves(x)|.
Affrank. Li et al.[39-40] proposed a framework,

namely Affrank, to predict the rank of products or

topics based on historical information utilizing a se-

ries of methods evaluating the evolution of commu-

nities. Specifically, they employed a DTW (dynamic

time warping) distance that evaluates the distance be-

tween the evolutionary statistics from different commu-

nities (i.e., topics or products). Moreover, they fed the

results of DTW into an ARX (autoregressive-moving-

average) model that predicts the ranking of product

communities. Empirical results justify that their solu-

tion exhibits better performance than state-of-the-art

algorithms.
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The aforementioned studies have proposed different

ways to evaluate the evolution of a community. They

are summarized in Table 3.

3.2 Community Affinity

Another area of community-level study is finding

the factors that exert effect on a community’s ability to

attract new members. Formally, the ability of a com-

munity to attract new members is referred to as com-

munity affinity[39-40]. We describe some representative

work which investigates community affinity.

Group Formation. Backstrom et al.[31] demon-

strated that the community size, the connectivity be-

tween community members, and the number of friends

a user has in a community have strong influence on com-

munity affinity. They modeled the affinity problem as a

standard classification task: the nodes which eventually

join a group are denoted as positive while those which

do not are denoted as negative samples. Two real-world

social network datasets (LiveJournal and DBLP) were

studied in that paper. They extracted several features

(friends in the group, clustering coefficient of the group,

etc.) for each node and employed a decision tree to pre-

dict the sign of node samples. Their empirical results

show that a large clustering coefficient is negatively re-

lated to the growth of community. Additionally, they

also show that community affinity is highly affected by

the existence of friends in the target community.

Dynamics in VM. Leskovec et al.[41] showed that

an individual’s probability of buying a DVD increased

with the number of recommendations he/she has re-

ceived. There is a saturation point at the value of

10, which means after a person receives 10 recommen-

dations on buying a particular DVD, the probability

of buying does not increase anymore. Moreover, by

studying the correlation between people’s buying be-

havior and the number of recommendations they have

received, the authors found that such correlation is sig-

nificant in some products (i.e., DVD and Book). Fur-

ther, a logistic regression model was employed to test

the success of recommendation based on the findings on

the affinity of buying a product.

Propagation in Flickr. Cha et al.[42] conducted a

study on Flickr over the same problem. The authors

investigated the correlation between pictures’ popula-

rity and network topology. Specifically, the number of

fans for each picture at different distances from the up-

loader is examined in the paper. It is reported that

the probability for a user to become a fan of a photo

increases with the number of his/her friends who are

already fans of the photo. On the other hand, the au-

thors also reported that the number of fans a picture

has is also affected by the elapsed time since the picture

was uploaded.

Affrank. The framework proposed by Li et al.[39-40]

has utilized a series of novel features, such as affi-

nity rank history, affinity evolution distance, and ave-

rage ratings. They trained a regression model using

ARX technique and predicted the affinity ranks of pro-

duct communities within social rating networks such as

Epinions.

Table 4 summarizes the differences as well as the

similarities among all the approaches aforementioned.

4 Network-Level Analysis

Social influence phenomenon has turned social net-

works into important channels for information propaga-

tion. For instance, rumors spreading, product promo-

tion and “word-of-mouth” communications all depend

on social influence effect within individuals. Due to

the difficulty in tracking a specific information when

it is transmitted by people, most current understand-

ings of information spreading in social networks come

from models of indirect measurements[43]. It is strongly

related to the research of epidemic and contagion prob-

lems which study the propagation models of viruses and

diseases.

A main research goal in this field is to solve the IM

Table 3. Summary of Community Dynamics Research

Difference Measure Parameter-Free Evolution Pattern Comparison

GraphScope[34] Minimum description length X –

MONIC[35] Cluster intersection – –

Stable cluster[36] Jaccard similarity – –

FacetNet[32] KL-divergence – –

Event-driven[37-38] Overlap ratio of vertices – –

AffRank[39-40] ∆Affinity and ∆Affinity rank X dtw distance

Note: ∆ means the change of affinity (rank) between consecutive time steps.
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Table 4. Summary of Community Affinity Research

Features Adopted Method Target Network

Group formation[31] Friends in the group, group size, clustering coefficient Decision tree Collaboration network

Dynamics in VM[41] Number of recommendations, price, number of reviews Logistic regression Recommendation network

Propagation in Flickr[42] Number of fans, number of friends, elapsed time Statistic analysis Flickr network

AffRank[39-40] Affinity rank history, affinity evolution distance, aver-
age rating besides above features

arx Social rating network

(influence maximization) problem. Formally, the prob-

lem can be described as follows.

Definition 1 (Influence Maximization). Given a

social network G(V,E), a specific cascade model C and

a budget number k, the influence maximization prob-

lem is to find a set of nodes S (referred to as seeds) in

G, which we call as seed set, where |S| = k such that

according to C, the expected number of nodes that are

influenced (referred to as influence spread) by S (de-

noted by σ(S)) is the largest. It can be expressed using

the following formula.

S = argmax
S′⊆V,|S′|=k

σ(S′).

The influence spread in the network may follow one

of the following cascade models.

• Independent Cascade (IC) Model. Let Ai be the

set of nodes that are influenced in the i-th round and

Ao = |S|. For any (u, v) ∈ E such that u is already in

Ai and v is not yet influenced, v is influenced by u in the

next (i + 1)-th round with an independent probability

p, which is referred to as the propagation probability.

Thus, if there are t neighbors of v that are in Ai, then

v ∈ Ai+1 with a probability 1− (1 − p)t. This process

is repeated until Ai+1 is empty.

• Weighted Cascade (WC) Model. Let (u, v) ∈ E.

In this model, if u is influenced in round i, then v is

influenced by u in round (i + 1) with a probability

1/v.degree. Thus, if v has t neighbors influenced at

the i-th round, then the probability for a node v to be

influenced in the next round is 1− (1− 1/v.degree)t.

• Linear Threshold (LT) Model. In this model, each

node v has a threshold θv uniformly and randomly cho-

sen from 0 to 1. This represents the weighted fraction

of v’s neighbors that must become influenced (active)

in order for v to be influenced. All nodes that were in-

fluenced in step (i−1) remain so in step i, and any node

v is influenced when the total weight of its influenced

neighbors is at least θv.

In fact, thewc model is often viewed as a variant of

ic model in that it also assumes influence propagation

through an edge depends on a probability. In summary,

many studies have been proposed to solve im in both ic
(resp., wc) and lt models, which are listed in Table 5.

Table 5. Cascade Models of Different Algorithms

Cascade Model Algorithms

ic (wc) and
their variants

General Greedy[3], celf[13],
MixGreedy[44], cga[45], cinema[46],
ipa[47],msa[48], pmia[49],mia-n[50]

lt General Greedy[3], ldag[51], SimPath[52]

Notably, influential mining in individual-level analy-

sis discussed in Section 2 aims to evaluate the influ-

ence of individuals through their personal features and

characteristics, such as expertise, historical action logs,

age, interest, and so on. In contrast, influence maxi-

mization differentiates from influential mining problem

in the following aspects. Firstly, instead of evaluating

the individual influence, im aims to find k nodes whose

accumulative influence is maximized. In this process,

the influence of each individual does not need to be

exactly computed. Secondly, im focuses on evaluat-

ing influence from the topological structure of the net-

work, which depends on the information cascade model.

Thirdly, influential mining problems are always mo-

deled as supervised or semi-supervised learning tasks,

while im problems can only be modeled as unsupervised

problems and discrete optimization tasks.

To achieve the goal of influence maximization, exist-

ing studies have proposed many methods to find some

nodes in the network to spread the information initially

with minimal cost and maximal influence. The algorith-

mic study towards the problem of influence maximiza-

tion within social networks can be traced back to the

year 2001 when Domingos and Richardson[53-54] pro-

posed a probabilistic method to predict the number of

influenced nodes in a network to help companies de-

termine the potential customers for marketing a pro-

duct. They modeled the customers as a social network

and adopted Markov random field method to study the

propagation of influence. After that, many algorithms

have been proposed to solve the problem. These algo-
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rithms can be classified into two groups, greedy algo-

rithms and heuristic algorithms.

4.1 Greedy Algorithms

Greedy algorithms are a group of greedy approaches

which greedily select the node with the maximum

marginal gain towards the existing seeds in each itera-

tion. These algorithms provide high quality results

which are within 63% of the optimum solution. How-

ever, they suffer from the running time.

General Greedy (Hill-Climb). Consider an arbitrary

function f(·) that maps subsets of a finite ground set

U to non-negative real numbers. Then f is submodular

if it satisfies a natural “diminishing returns” property:

the marginal gain from adding an element to a set S is

at least as high as the marginal gain from adding the

same element to a superset of S, namely S′. Formally,

a function f is submodular if it satisfies the following

for ∀S ⊆ S′:

f(S ∪ {x})− f(S) > f(S′ ∪ {x})− f(S′).

The submodular function has been studied exten-

sively in the field of mathematics[55]. Kempe et al.[3]

proved that several popular cascade models are sub-

modular (e.g., Independent cascade model, weighted

cascade model). Particularly, if the cascade model is

fixed and the influence function is proved to be submo-

dular and monotone, then they showed that the influ-

ence maximization problem could be solved by starting

with an empty set and iteratively selecting the nodes

which achieve the best marginal gain towards the cur-

rent seeds. Note that although the minimization of a

submodular function is shown to be within polynomial

time[56-57], the maximization of that is proved to be

NP-hard. Hence, the influence maximization problem

is also NP-hard.

Some work focuses on designing approximated algo-

rithms to achieve the maximization task in polynomial

time[58]. Kempe et al.[3] also proposed an approximate

algorithm based on greedy strategy. According to [2],

if a greedy maximization algorithm of a submodular

function f returns the result Agreedy, then the follow-

ing holds:

f(Agreedy) > (1− 1/e) max
|A|6k

f(A).

That is, a greedy algorithm can give near opti-

mal solution to the problem of maximization of a sub-

modular function. Accordingly, Kempe et al. guaran-

teed that their greedy algorithm could achieve influence

spread within (1−1/e) of the optimal influence spread.

However, the proposed algorithm takes O(knmR) time

to solve the influence maximization problem (see Ta-

ble 6), which is computationally very expensive for real-

world social networks.

Table 6. Time Complexity of Different Algorithms

Algorithm Time Complexity

General Greedy O(knRm)

celf O(knRm)

MixGreedy-ic O(kRm)

MixGreedy-wc O(kTRm)

DegreeDiscount-ic O(k logn+m)

msa O(Tkd)

pmia O(ntiθ + knoθniθ(niθ + log n))

mia-n O(nto+knoni(min (k, hmax)ni+log n))

cga O(m+ nRlm′ + klRm′ + kRm′)

imcd O(|A|nm2 + k|A|m2)

cinema O(k′m′n′ + kTRm′)

ipa O(|V ||Ov |nvu) +O
(

|Ov∪{v}|
c

nvu + c
)

Note: d̄ denotes the average degree of nodes.

CELF (Cost-Effective Lazy Forward). In order to

reduce the computation time of influence maximiza-

tion problem, Leskovec et al.[13] proposed an algorithm

called celf (cost-effective lazy forward) that was re-

ported to be 700 times faster than the simple hill-

climbing algorithm proposed by Kempe et al. on real

networks. celf is also based on the submodular pro-

perty of the cascade influence function. They observed

that in each round, the hill-climbing algorithm needs

to recompute the influence σ(v) of each node v. In

most cases, the marginal gain of a node v, given by

σ(v|S) = σ(S ∪ {v}) − σ(S), may not change signifi-

cantly between consecutive rounds. Thus instead of

recomputing the spread for each node at every round

of seed selection, celf performs a lazy evaluation. Ini-

tially, it marks all σ(v|S) as invalid. When selecting the

next seed, it scans the nodes in decreasing order of their

σ(v|S). If the σ(v|S) for the top node is invalid, then

celf recomputes it and inserts it into the existing or-

der of the σ(v|S) (e.g., using a priority queue). In many

cases, the recomputation of σ(v|S) will lead to a new

value which is not significantly smaller. Consequently,

often the top element will remain at the top even after

recomputation. In the worst case, during each selec-

tion, celf needs to recompute the marginal gain for

all the remaining nodes resulting in a worst-case time

complexity of O(kmRn) (Table 6).
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MixGreedy. Chen et al.[44] reduced the computation

of marginal gain from O(mn) to O(m). To compute

the influence of each node, they processed the graph

by removing unnecessary edges according to the cas-

cade model such that computing the marginal gain for

all the nodes only requires a linear traversal over the

network. Their random removal method can be sum-

marized as following. Since in the independent cascade

(ic) model, each edge has the probability p to take ef-

fect in the cascade, each edge in the graph G is ran-

domly removed with a probability 1 − p. In this way,

G is separated into pieces and each piece is the scope

of the node v’s influence spread within it. Thus, com-

puting the marginal gain of a node will only require

a linear traversal of the scope. As a result, the com-

putation of the marginal gain of a node only requires

O(m) operations, which is the complexity of remov-

ing edges from G. Similarly, when the network follows

the weighted cascade (WC) model, each edge is removed

with a probability 1−1/v.degree. The influence of each

node can be computed by adding the gain in R itera-

tions of the random removal process. Based on this,

they proposed the MixGreedy algorithm which follows

the random removal process in computing the marginal

gains and then utilized the celf approach for updates.

The time complexities of the MixGreedy approach for

the two aforementioned cascade models are O(kRm)

and O(kTRm), respectively (Table 6). They empiri-

cally demonstrated that the running time of MixGreedy

was smaller than that of celf.
CGA (Community-Based Greedy Algorithm). Wang

et al.[45] proposed a community-based greedy solution

to the problem. In order to reduce the running time,

they first detected communities based on ic model and

then mined the top-k nodes across communities. They

developed a cost function that optimizes the commu-

nity assignment in mobile networks. In fact, their

community detection process under ic model takes

O(m + nRlm′ + klRm′) which is time consuming in

huge networks. Second, cga selects each influential

node based on a unified optimization formula, which

requires the information for all communities stored in

a unified space.

IMCD (Influence Maximization Under Credit Dis-

tribution Model). Goyal et al.[59] proposed a credit dis-

tribution (cd) model that leverages on historical action

logs of a network to learn how influence flows in the

network and used this to estimate influence spread. An

action log is a set of triples (u, a, t) ∈ A which says user

u performed action a at time t. The basic idea is that

if user v takes action a and later on v’s friend u does

the same, then the authors assumed that action a has

propagated from v to u. Based on this assumption, the

cd model assigns “credits” to the possible influencers

of a node u whenever u performs an action. The so-

phisticated variant of this model distinguishes between

different influenceabilities of different users by incorpo-

rating a user influenceability function. It is defined as

the fraction of actions that u performs under the in-

fluence of at least one of its neighbors (e.g., v) and is

learnt from the historical log data. In contrast to our

approach, this model suffers from two key limitations.

Firstly, it depends on the availability of a large num-

ber of historical action logs to compute influence prob-

ability as well as user influenceability. Unfortunately,

historical action logs may not be available to end-users

in many real-world social networks.

CINEMA. CINEMA[46] is designed for ic and wc
(resp. c2) models. The authors proposed a novel cas-

cade model, namely c2 model, that takes into account

the conformity of individuals, such that the probabi-

lity for a node to be influenced is proportional to not

only the influence of the active node but also the con-

formity of the target node. Moreover, they proposed

a divide-and-conquer scheme that can significantly re-

duce the running time of the algorithm while preserving

high quality seeds result. Empirical results have justi-

fied that their model can solve influence maximization

problem in large networks within tens of hours.

IPA. Recently, Kim et al.[47] proposed an approxi-

mate influence maximization algorithm called ipa un-

der the ic model that efficiently approximates in-

fluence by considering an independent influence path

(influence paths between two nodes) as an influence

evaluation unit. A parallelized version of ipa using

OpenMP meta-programming framework was also pro-

posed, which fully utilizes multi-core cpu resources.

Empirical results reveal that it can solve the influ-

ence maximization problem with competitive process-

ing time and less memory usage. The complexity of

computing the seeds isO(|V ||Ov|nvu)+O( |Ov∪{v}|
c nvu+

c), where Ov is the influence area of node v, nvu is the

average number of influence paths between v and u, and

c is the number of execution units (i.e., cpu cores).

4.2 Heuristic Algorithms

As the greedy algorithms are time consuming, a

series of heuristic algorithms which save much time

have been proposed recently. Instead of computing the
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marginal gain of nodes in each iteration, these heuristic

algorithms iteratively select nodes based on a specific

heuristic, such as degree, PageRank[3]. However, the re-

sult generated in these approaches is not satisfactory.

Researchers have investigated several other heuristics

that may improve the result quality of the algorithm.

DegreeDiscountIC. The running time of the afore-

mentioned greedy approaches is still long and may not

be suitable for very large social networks. Hence, Chen

et al.[44] used degree discount heuristic, where each

neighbor of newly selected seed discounts its degree by

one, to reduce the running time. Although this heuris-

tic can be used for all cascade models, they enhanced

the degree discount heuristic to make it suitable for the

independent cascade model. They demonstrated that

the heuristic-based approach is orders of magnitude

faster than all greedy algorithms. However, the seed

set quality can be inferior, compared with the greedy

approaches. Recently, they proposed a new heuristic

approach[49] which introduces a parameter to control

the balance between the result quality and the run-

ning time. However, the result quality is much lower

than that of greedy approach although it has improved

much over degree discount. It is worth mentioning that

although the importance of reduction in computation

time is undeniable, the seed set quality is more sig-

nificant to companies as ultimately they would like to

maximize the influence spreads of their new products

in order to reach out to the largest possible customers.

MSA and SASH (Simulated Annealing). Jiang et

al.[48] proposed an algorithm based on simulated an-

nealing (sa) for the influence maximization problem.

It is the first sa-based algorithm for the problem. Ad-

ditionally, two heuristic methods were proposed to ac-

celerate the convergence process of the algorithm. The

algorithm is developed specifically for ic model, and it

initiates the seeds set by randomly selecting k nodes.

In each iteration afterwards, a node in the current seed

set is replaced by another one which is not in the seeds,

and thus a new seed set is formed. If the new seed set

can generate better influence spread than the old one

under the ic model, the seed set is updated to the new

one. This process is iterated for T times until no such

new seed set can be found. The time complexity of

msa is O(Tkd) where d denotes the average degree of

nodes. Experimental results have shown that the two

heuristic methods, msa and sash, generate a better

result quality compared with degree discount algorithm.

The running time of msa and sash is similar to that

of degree discount. However, the improvement in result

quality is limited (i.e., 3% to 8%).

PMIA. Chen et al. proposed pmia technique[49]

over the ic model, which selects a limited number of

paths that satisfy a given threshold θ to compute the

influence. This threshold is used to tune the trade-

off between influence spread and running time. The

authors compared celf, pmia and degree discount-

based approaches and demonstrated that pmia im-

proved the influence spread generated by degree dis-

count by 3.9%∼6.6% over Hep dataset. However, the

running time of pmia is an order of magnitude slower

than the degree discount-based technique with the time

complexity of O(ntiθ + knoθniθ(niθ + log n)) where

tiθ, niθ, noθ are constants decided by θ.

LDAG and SimPath. Based on the concept of

pmia model, another model called ldag[51] was deve-

loped. It is similar to pmia except that ldag is

specifically designed for the linear threshold model.

ldag also performs slightly better than degree dis-

count over the Hep dataset in terms of influence

spread. More importantly, the authors demonstrated

that celf still outperforms all these three heuristic-

based approaches with respect to the quality of influ-

ence spread. In order to improve ldag further, an-

other alternative model called SimPath is developed[52].

Similar to ldag, it is also designed for selecting in-

fluential seeds under linear threshold. However, unlike

ldag, SimPath computes the spread by exploring sim-

ple paths in the neighborhood. Using a parameter η,

the trade-off between running time and seeds quality

can be controlled. It has been shown by experimen-

tal results that by selecting proper parameter η, Sim-

Path outperforms ldag in both efficiency and accu-

racy. Both ldag and SimPath are algorithms designed

specifically for linear threshold model.

MIA-N. The aforementioned approaches investigate

different ways to maximize the influence under the ic,
wc and lt models. However, all of the existing models

ignore an important aspect of influence propagation.

Not only may positive opinions on products and ser-

vices that we receive propagate through the network,

but also negative opinions propagate. To this end, Chen

et al.[50] proposed a novel model called ic-n (indepen-

dent cascade model with negative opinions) which in-

troduces a quality factor to control the negative opinion

propagation probability. In order to maximize the influ-

ence under the ic-n model, a new heuristic algorithm

called mia-n, which borrows the core idea of pmia,
was developed. It defines a maximum influence in-

arborescence to estimate the influence to an arbitrary
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node v from other nodes. The time complexity of mia-
n algorithm is O(nto + knoni(min (k, hmax)ni + log n))

where hmax denotes the maximum height of the maxi-

mum influence in-arborescence. Experimental results

have shown that the heuristic algorithm generates in-

fluence spread very close to the greedy method while is

orders of magnitude faster than the greedy approach.

Although ic-n incorporates negative opinions in net-

works, it suffers from another limitation. It assumes

each node has the same influence and consequently ex-

hibits the same quality factor that negative opinions

can emerge. However, in real social networks, indivi-

duals may exhibit different probabilities to express op-

posite opinions. Moreover, individuals may show dif-

ferent influence in different topics. In fact, the quality

factor proposed in ic-n model to control the negative

opinion propagation probability can be viewed as a spe-

cial case of conformity where an individual negatively

follows another. However, the quality factor does not

completely capture the negative opinions’ propagation

in that it assumes individuals show the same quality

factor.

Unlike greedy algorithms, the quality of influence

spread of these models is not guaranteed to be within

63% of the optimal. Although the aforementioned

heuristic algorithms save much more time than greedy

algorithms and improve the result quality compared to

degree and PageRank heuristics, the results generated

from these heuristic algorithms are poorer than those

from the greedy algorithms.

Existing work in influence maximization suf-

fers from either the running time (e.g., greedy

approaches[3,13,44]), or the result quality (e.g., heuristic

approaches[44,49]). Besides, there are two other direc-

tions in influence maximization research. Firstly, ic,
wc and lt as well as the other existing models are

synthetic ones and may not be suitable for real net-

work propagations. Hence, learning the cascade models

from real networks and proposing influence maximiza-

tion solutions over the learned cascade model may be

more realistic to real applications. Secondly, existing

studies all assume that there is only one party who is

maximizing their influence in a given network. How-

ever, in real case, there may be two or more parties

maximizing their influence simultaneously, and how to

solve the influence maximization problem in a competi-

tive network where there are at least two campaigns

within the same network is another problem that needs

to be solved.

5 Conclusions

In this paper, we investigated the state-of-the-

art research over social influence study within on-

line social networks from three levels, individual-level,

community-level, and network-level. We also carried

out systematical comparison over the discussed ap-

proaches within the study of each corresponding level.

Through our study in this paper, a series of potential

applications as well as future research directions have

been unveiled.

• In the field of individual-level study, state-of-the-

art work all aims to find the nodes having the most

influence on others. Instead, there is limited work in

exploring the individuals who are easily influenced by

others. In fact, using a group of network features and

social characteristics, we can employ statistical or learn-

ing model to evaluate the probability of being influ-

enced by others at the aspect of both local network

topology and social characteristics. Taking into account

the evolution of networks, if we have enough knowledge

of users who are more probable to accept the opinion

of others, it may make much sense in the design of next

generation recommendation system.

• In the field of community-level study, existing

work has investigated ways to detect and evaluate the

change of communities. However, how to evaluate and

rank the communities’ ability of growing has not been

answered yet. Moreover, how the community evolu-

tion is affected by each individual inside or outside it,

and how a community evolves according to the net-

work topological change, are unexplored yet. In an-

other word, how the social influence at the individual

level and the network level affects the evolution of com-

munities is an important research direction that may

draw much attention in next few years.

• In the field of network-level study, existing work

has found different evolution phenomena in networks

and tried to utilize these phenomena in information

propagation. The most important and popular prob-

lem within this field is the influence maximization prob-

lem. Many algorithms have been proposed to address

this problem. However, existing greedy algorithms have

a series of limitations as follows. Firstly, greedy ap-

proaches suffer from running time, and it may take days

for these algorithms to select 100 seeds from a network

with hundreds of thousands nodes. Secondly, heuris-

tic approaches suffer from the seed quality. Although

these algorithms are one or two magnitudes faster than

greedy ones, they do not guarantee the results qua-

lity. Recent efforts in influence maximization all focus
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on leveraging the gap between the two aforementioned

groups of approaches such that they can find a proper

balance between the running time and the results qua-

lity. Thirdly, existing studies are based on a series of

abstract mathematical models (e.g., the ic, wc, lt
models). However, whether influence propagation fol-

lows these models is unjustified. For real applications,

it may be more accurate if we can learn cascade mo-

dels from real network propagation historical logs and

then propose im algorithms based on the historical logs.

Hence, learning cascade models from real network and

proposing real data-driven im algorithms are another

two research directions within this field. Last but not

the least, existing studies all assume that there is only

one party which is maximizing their influence in a net-

work. However, in real applications, especially in viral

marketing, there may be two or more companies trying

to maximize their own influence within the same net-

work, simultaneously or non-simultaneously. In these

networks, existing im algorithms are not suitable, as

the influence propagation in competitive networks may

not be the same with scenarios of non-competitive net-

works. Hence, solving the influence maximization prob-

lem in competitive networks is a big challenge. More-

over, solutions to this scenario can benefit a series of

applications in real case.
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