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Abstract In this paper, we propose to detect a special group of microblog users: the “marionette” users, who are

created or employed by backstage “puppeteers”, either through programs or manually. Unlike normal users that access

microblog for information sharing or social communication, the marionette users perform specific tasks to earn financial

profits. For example, they follow certain users to increase their “statistical popularity”, or retweet some tweets to amplify

their “statistical impact”. The fabricated follower or retweet counts not only mislead normal users to wrong information, but

also seriously impair microblog-based applications, such as hot tweets selection and expert finding. In this paper, we study

the important problem of detecting marionette users on microblog platforms. This problem is challenging because puppeteers

are employing complicated strategies to generate marionette users that present similar behaviors as normal users. To tackle

this challenge, we propose to take into account two types of discriminative information: 1) individual user tweeting behavior

and 2) the social interactions among users. By integrating both information into a semi-supervised probabilistic model, we

can effectively distinguish marionette users from normal ones. By applying the proposed model to one of the most popular

microblog platforms (Sina Weibo) in China, we find that the model can detect marionette users with F -measure close to

0.9. In addition, we apply the proposed model to calculate the marionette ratio of the top 200 most followed microbloggers

and the top 50 most retweeted posts in Sina Weibo. To accelerate the detecting speed and reduce feature generation cost,

we further propose a light-weight model which utilizes fewer features to identify marionettes from retweeters.

Keywords marionette microblog user, information credibility, fake follower, fake retweet

1 Introduction

Microblog acts as both a social community and an

information media. On one hand, it allows users to con-

nect with each other by following, replying or retweet-

ing; on the other hand, it attracts enormous users to

produce, consume and propagate information. The

dual functionality of microblog attracts users in hun-

dreds of millions. According to recent statistics, the

number of Twitter users has exceeded 645 million in

July 2014 1○. In China, Sina Weibo and Tecent Weibo

have attracted more than 275 million users in June

2014 2○. Such a large number of participants have made

microblog a new social phenomenon that attracts atten-

tion from a variety of domains, such as business intelli-

gence, social science, and life science.

In microblog services, the messages (tweets) usually

deliver time-sensitive information, e.g., “What is the

user currently doing”. By following people he/she is

interested in, a user will be notified of all their posted

tweets and thus keeps track of what these people are

doing or thinking about. Therefore, the number of fol-
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©2015 Springer Science +Business Media, LLC & Science Press, China



Xian Wu et al.: Detecting Marionette Microblog Users for Improved Information Credibility 1083

lowers measures someone’s popularity, and can indicate

how much influence someone has. For celebrities, a

large number of followers show their social impact and

can increase their power in advertisement contract ne-

gotiations. As for normal users, a relatively large num-

ber of followers represent their rich social connections

and promote their positions in social networks. There-

fore, both celebrities and normal users are eager to get

more followers.

Due to the retweet mechanism, information propa-

gates quite efficiently in microblog services. Once a user

posts a message, his/her followers will be notified imme-

diately. If these followers further retweet this message,

their followers can view it immediately as well. In this

way, the size of the audience of this message can grow at

exponential speed. Compared with common messages,

popular messages could attract more users to retweet

them. Therefore, the retweet count of a message can

represent its popularity. In many microblog platforms

(e.g., Sina Weibo), the retweet count is adopted as the

key metric to select top stories 3○. As a result, some

microblog users are willing to purchase some retweets

to promote their messages for commercial purposes.

The desire for more followers and retweets triggers

the emergence of a new microblog business: follower

and retweet purchase. The backstage puppeteers main-

tain a large pool of marionette users. To purchase

followers or retweets, the buyer first provides his/her

user ID or tweet ID. Then the puppeteer activates cer-

tain number of marionette users to follow this buyer

or retweet his/her messages. The number of followers

or retweets depends on the price paid. The fee is typ-

ically modest, 25 USD for 5 000 followers in Twitter,

and 15 Yuan (i.e., about 2.5 USD) for 10 000 followers

in Sina Weibo. Moreover, the massive following process

is quite efficient. For example, it only takes one night

to add 10 000 followers in Sina Weibo, which can make

someone become “famous” overnight.

From the perspective of people who purchase follow-

ers or retweets, the marionette users can satisfy their

needs to become famous or to promote commercial ad-

vertisements. But the overall fabrications conducted by

marionette users can lead to serious damages.

• The purchased follower and retweet counts are not

an objective reflection of the social influence of the users

or public attention paid to the messages. As a result,

the fake number can mislead real users and data mining

applications based on microblog data, such as [1].

• Beside promoting advertisements, the marionette

users are sometimes employed to spread rumors[2]. It

will not only mislead normal users but also provide

wrong evidence for the establishment of business[3] and

the government’s policies and strategies. Thus, this be-

comes a serious financial and political problem.

• To disguise as normal users, the marionette users

are operated by puppeteers to perform some random

actions, including following, retweeting, and replying.

Such actions can annoy normal users and result in un-

pleasant experiences.

Therefore, identifying marionette users is a key

problem for ensuring the normal functioning of mi-

croblog services, but detecting marionette users is non-

trivial. Back to Nov. 2011, we purchased 2 000 follow-

ers from Taobao (China EBay) and all these fake fol-

lowers were recognized by the microblog platform and

deleted within two days. Such a quick detection can

be attributed to several discriminative features. For

example, the marionette accounts are usually created

from the same IP address within a short period of time,

and many marionette users post no original tweets but

only perform massive following or retweeting. There-

fore, the microblog platform can employ simple rules to

detect marionette users and delete their accounts. How-

ever, the marionette users are evolving and becoming

more and more intelligent. Nowadays, the puppeteers

hire people to create marionette accounts manually. To

make these accounts behave like normal users, the pup-

peteers develop highly sophisticated strategies by ope-

rating the marionette users to follow celebrities, reply

to hot tweets, and conduct other complicated opera-

tions. These disguises can easily overcome the filtering

strategy of microblog platforms and make marionette

users much more difficult to be detected. In February

2012, we purchased another 4 000 followers. At this

time, 1 790 marionette users survived after five weeks,

and around 1 000 marionette users were still active by

Feb. 2013.

After analyzing the behavior of marionette users

and comparing them with normal users, we find that

the following two types of information are useful in de-

tecting marionette users.

• Local features: the set of features that describe

individual user behavior, which could be either textual

or numerical. Normal and marionette users present dif-

ferent behaviors, which can be captured by these local

features. For example, the counts of followings and fol-

lowers are important features that distinguish a large

3○http://hot.weibo.com, Oct. 2014.
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portion of normal users from marionette users. The

time intervals between tweets and the posting devices

also serve as effective clues to detect marionette users.

• Social relations: the following, retweeting or other

relationships among users. Such relations provide im-

portant information for marionette user detection. For

example, the marionette users will follow both normal

users and other marionette users. They follow normal

users for disguise or profits, and follow other marionette

users to help them to disguise. On the other hand, nor-

mal users are less likely to follow marionette users. In

determining whether a user is a marionette or not, we

can examine his/her followers. If the majority are nor-

mal users, this user is more likely to be a normal user.

Otherwise, this user could be a marionette. Therefore,

besides local features, the social relation is useful in

detecting marionettes.

These two types of features provide complementary

predictive powers for the task of marionette user detec-

tion. Therefore, we propose a probabilistic model that

seamlessly takes both the rich local features and the so-

cial relations among users into consideration to detect

marionette users more effectively. On the dataset col-

lected from Sina Weibo, the proposed model is able to

detect marionette users at the F -measure close to 0.9.

By applying the proposed model to label retweet-

ers, we are able to measure the true popularity of the

corresponding tweet. In case of hot tweets that pos-

sess millions of retweeters, we need to access a large

volume of data to extract the local and social features.

Such high IO workload could slow down the whole de-

tection process or even exhaust all available IO band-

width. To deal with this problem, we propose a light-

weight model which works on fewer features. Instead of

pulling full features for all users, we sample a subset of

users and predict whether they are marionettes or not.

Then we analyze the shared features within retweeting

content and propagate labels from the sampled users

to the rest. In this manner, for the majority of users,

we only need to extract features from their retweets on

a post which reduces the heavy IO workload. The ex-

periments demonstrate that this light-weight model can

detect marionettes from retweeters at a high accuracy.

2 Proposed Model

In this section, we describe the proposed probabilis-

tic model that combines local user features and social

relations in marionette user detection.

2.1 Notation Description

Let ui denote a microblog user and let the vec-

tor xi denote the features of ui. Each dimension of

xi represents a local feature, which could be the fol-

lower count of ui or the used tweeting device. Let bi-

nary variable yi denote the label of ui, 1 stands for the

marionette user and 0 stands for the normal user. Let

V (i) = {v
(i)
1 , v

(i)
2 , . . . , v

(i)
M(i)} denote the M(i) users who

are related to ui. Let x
(i)
j denote the local features

of the j-th user in set V (i). In microblog, the social

relations between users can be either explicit or im-

plicit. To be concrete, “followed” and “following” are

explicit relations while retweeting one’s tweet or “men-

tion” someone in a tweet could establish implicit social

relations. In this paper, we target to predict the label yi
of ui given his/her local features xi and social relations

V (i).

2.2 Problem Formulation

We will first introduce how to use local features that

describe users’ behaviors, such as follower/following

counts, the posting devices, to build a discriminative

model. Then we will describe how to incorporate social

relations into this model to further improve the perfor-

mance. If we only consider the local features, mario-

nette user detection is a typical classification problem.

A variety of classification models can be used, among

which we choose logistic regression because it can be

adapted to incorporate social relations. Let us first de-

scribe how to model local user features using logistic

regression model.

We introduce the sigmoid function in (1) to repre-

sent the probability of belonging to marionette or nor-

mal class given feature values, i.e., P (yi|xi), for each

user.

Pθ(yi|xi) = hθ(xi)
yi(1 − hθ(xi))

(1−yi), (1)

where hθ(xi) = 1

1+e−θTxi
and hθ(xi) is equal to the

probability that ui is a marionette user. θ is the vector

of parameters that govern the sigmoid function. With

(1), we can formulate the joint probability over N la-

beled users in (2), in which we try to find the parameter

vector θ to maximize this data likelihood.

max
θ

N∏

i=1

Pθ(yi|xi). (2)

(2) is the objective function for training and the

parameter θ can be obtained by maximizing this ob-

jective function. We can apply various numerical
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optimization methods like BFGS (Broyden-Fletcher-

Goldfarb-Shanno algorithm) to solve this optimization

problem.

In the above formulation, each user is treated sepa-

rately and the prediction of a marionette user only

depends on his/her own local features. However, be-

sides the local features, the relations between users are

also discriminative in the task of predicting marionette

users. To incorporate the social relations, we modify

the objective function from (2) to (3).

max
θ,α

N∏

i=1

{Pθ(yi|xi)

M(i)∏

j=1

Pα(yi|y
(i)
j )d}. (3)

In (3), we assume that, for each user ui, the la-

bels of his/her M(i) neighbors y
(i)
0 , y

(i)
1 , . . . , y

(i)
M(i) are

known in advance. Then we can combine the effect of

local features and user connections together to predict

marionette users. d is the co-efficient that balances be-

tween the social relations and local features. The larger

d is, the more biased the model is towards the social re-

lations in making predictions. Note that to simplify the

presentation, we consider the case where only one type

of social relations exists in (3). However, the proposed

model is general enough and can be easily adapted to

cover multi-type social relations. Take the microblog

system for example, the common user relations include

follower, following, mention, retweet and reply. We can

introduce different parameters to correspond to each

kind of relation and model all relations in one unified

framework.

In (3), Pθ(yi|xi) is formulated using the same sig-

moid function shown in (1). Pα(yi|y
(i)
j ) will be modeled

using Bernoulli distribution and governed by parameter

α as shown in (4).

Pα(yi|y
(i)
j = k) = α

yi

k (1− αk)
(1−yi), k = 0, 1. (4)

As k is either 1 or 0, we can write down all the possible

Pα(yi|y
(i)
j = k) in (5).





P (yi = 0|y
(i)
j = 0) = α0 P (yi = 1|y

(i)
j = 0) = 1− α0

P (yi = 0|y
(i)
j = 1) = α1 P (yi = 1|y

(i)
j = 1) = 1− α1



 .

(5)

For each user, the parameter α measures the influ-

ence received from his/her neighbors. α0 indicates the

chance of a user being a normal user if his/her neighbor

is a normal user. If the neighbor is normal, the larger

α0 is, the more likely this user is to be a normal user.

Similarly, α1 indicates the chance of a user being a nor-

mal user if his/her neighbor is a marionette user. If the

neighbor is marionette, the larger α1 is, the more likely

this user is to be a normal user. The logarithm of the

joint probability in (3) can be represented in (6):

ℓ(θ,α) = l1 + l2, (6)

where

l1 =

N∑

i=1

yi log hθ(xi) + (1− yi)

N∑

i=1

log(1 − hθ(xi)),

l2 = d

N∑

i=1

M(i)∑

j=1

∑

k=y
(i)
j

(yi logαk + (1− yi) log(1− αk)).

The parameters θ and α will be inferred by maximiz-

ing the log-likelihood in (6). To solve this optimiza-

tion problem, it is natural to apply gradient descent

approaches. Notice that θ is only included in l1 and

α is only included in l2, we can maximize l1 and l2

separately to infer the value of θ and α. θ can be ac-

quired via numerical optimization methods using the

same procedure in the aforementioned logistic regres-

sion formulation. As for α, we can derive the following

analytical solution by maximizing the objective func-

tion in l2.

αk =

∑N

i=1

∑M(i)
j=1

∑
k=y

(i)
j

yi
∑N

i=1

∑M(i)
j=1

∑
k=y

(i)
j

1
.

Clearly, αk can be regarded as the chance of observing

class label k in the neighbors of the i-th user.

The above model takes social relations into conside-

ration, but it has several disadvantages that may pre-

vent its usage in real practice. First, the model can only

work in a supervised scenario where the class labels of

all the neighbors of each user are observed. This is a

strong assumption and can only be achieved by spend-

ing huge amounts of time and labeling costs to get suffi-

cient training data. Second, even if we acquire sufficient

labeled data, the discriminative information hidden in

the labeled data is not fully utilized in the model. As

shown in (3), the labels on a user’s neighbors are only

used in modeling P (yi|y
(i)
j ) without considering the re-

lationship between the labels of these neighbors and

their local features. Intuitively, if two neighbors have

the same class label but different local features, their

effect on the target user’s label should be different.
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Therefore, we propose to adapt (3) to (7) by con-

sidering both class labels and local features of a user’s

neighbors:

max
θ,α

N∏

i=1

{Pθ(yi|xi)

M(i)∏

j=1

Pα,θ(yi|x
(i)
j )d}. (7)

The only difference between (3) and (7) is that we

replace Pα(yi|y
(i)
j ) with Pα,θ(yi|x

(i)
j ). In this way, the

proposed model incorporates the local features of the

neighbors and the model does not have the strong as-

sumption that the neighbors’ labels are fully observed.

In (7), we represent Pθ(yi|xi) using the same sig-

moid function shown in (1). As for Pα,θ(yi|x
(i)
j ), its

formulation can be inferred based on (8).

Pα,θ(yi|x
(i)
j )

=

1∑

k=0

Pα,θ(yi, y
(i)
j = k|x

(i)
j )

=
1∑

k=0

Pα,θ(yi|y
(i)
j = k,x

(i)
j )Pθ(y

(i)
j = k|x

(i)
j ).(8)

We assume that the label of a user yi is conditionally

independent of the local features x
(i)
j of his/her neigh-

bor given the label of this neighbor y
(i)
j , and thus we

have Pα,θ(yi|y
(i)
j = k,x

(i)
j ) = Pα(yi|y

(i)
j = k). Hence,

we modify (8) accordingly into (9).

Pα,θ(yi|x
(i)
j ) =

1∑

k=0

Pα(yi|y
(i)
j = k)Pθ(y

(i)
j = k|x

(i)
j ). (9)

By plugging the above definition of Pα,θ(yi|x
(i)
j )

into the proposed objective function in (7), we combine

the local features and social relations into one model to

distinguish marionette from normal users. Accordingly,

the log-likelihood in (6) is modified to (10):

ℓ(θ,α)

=

N∑

i=1

yi log hθ(xi) + (1− yi)

N∑

i=1

log(1− hθ(xi)) +

d

N∑

i=1

M(i)∑

j=1

log
1∑

k=0

Pα(yi|y
(i)
j = k)Pθ(y

(i)
j = k|x

(i)
j ).

(10)

2.3 Parameter Estimation

In the proposed model, two sets of parameters need

to be estimated: θ in both Pθ(yi|xj) and Pα,θ(yi|x
(i)
j ),

and α in Pα,θ(yi|x
(i)
j ). These parameters should be

obtained by maximizing the logarithm of (10). As the

class labels of one’s neighbors are unknown, we treat

them as latent hidden variables during the inference

procedure. The following hidden variable z
(i)
jk is intro-

duced in (11).

z
(i)
jk ∝ Pα,θ(yi, y

(i)
j = k|x

(i)
j )

∝ Pα(yi|y
(i)
j = k)Pθ(y

(i)
j = k|x

(i)
j ). (11)

Based on this hidden variable, the objective function

can be represented in (12):

ℓ′(z
(i)
jk , θ,α)

=

N∑

i=1

logPθ(yi|xi) +

N∑

i=1

M(i)∑

j=1

1∑

k=0

z
(i)
jk logPα(yi|y

(i)
j = k) +

N∑

i=1

M(i)∑

j=1

1∑

k=0

z
(i)
jk logPθ(y

(i)
j = k|x

(i)
j ). (12)

We propose to use EM method to iteratively update

model parameters and hidden variables. At the E-Step,

the hidden variable z
(i)
jk can be calculated via (13):

z
(i)
jk =

Pα(yi|y
(i)
j = k)Pθ(y

(i)
j = k|x

(i)
j )

∑1
k=0 Pα(yi|y

(i)
j = k)Pθ(y

(i)
j = k|x

(i)
j )

. (13)

At the M-Step, we maximize the parameter

ℓ′(z
(i)
jk , θ,α) with respect to α and get the following

solution of α in (14).

αk =

∑N

i=1

∑M(i)
j=1 z

(i)
jk yi

∑N

i=1

∑M(i)
j=1 z

(i)
jk

. (14)

The estimation of θ can be transformed into the pa-

rameter estimation process of logistic regression by con-

structing a training set. Initially, the training dataset

only includes N labeled users {(x1, y1), . . . , (xN , yN )}.

Then for each neighbor of the users, two instances

(x
(i)
j , y

(i)
j = 0) and (x

(i)
j , y

(i)
j = 1) are generated and

added into the training dataset. In total, there are

2
∑N

i=1 M(i) new instances added. The weights of the

newly added instances are different from those of the

initial ones. For the initial training instance (xi, yi),

its weight is 1, while the weight of the newly added in-

stance (x
(i)
j , y

(i)
j = k) is d×z

(i)
jk . The detailed parameter

estimation process is summarized in Algorithm 1.

After obtaining the values of α and θ using Algo-

rithm 1 from data, we can now use the proposed model
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to predict the class label of a new user ui. This user’s

label yi can be predicted according to (15).

argmax
yi

Pθ(yi|xi)

M(i)∏

j=1

Pα,θ(yi|x
(i)
j )d, (15)

where Pθ(yi|xi) can be calculated using (1) and

Pα,θ(yi|x
(i)
j ) can be calculated using (9).

Algorithm 1:1. Parameter Estimation

Data: training dataset D = {(x1, y1), . . . , (xN , yN )} and
their unlabeled neighbors

Result: values of θ and α

1 while EM not converged do

2 E-step:

3 Update z
(i)
jk

according to (13)

4 M-step:

5 Update α according to (14)
6 For each neighbor of D, add two instances

{(x
(i)
j

, y
(i)
j

= k), k = 0, 1} and assign weight d× z
(i)
jk

7 Apply parameter estimation process of logistic
regression to calculate θ

2.4 Time Complexity

Another perspective we want to discuss is the time

complexity and the number of iterations needed to con-

verge. As shown in Algorithm 1, the parameter estima-

tion process basically consists of EM iterations. During

each iteration, the values of the hidden variables z
(i)
jk ,

θ, and α are updated. According to (13) and (14), the

time complexity for calculating z
(i)
jk and α is O(NM)

where N is the number of instances and M is the ave-

rage of the number of neighbors. As for θ, the calcula-

tion is the same as the parameter estimation of weighted

logistic regression, whose time complexity depends on

the optimization method adopted. In total, the time

complexity for training is O(TNM + T × (LR)) where

T denotes the number of iterations and LR represents

the time complexity of logistic regression optimization.

We illustrate the convergence speed of Algorithm 1

in Fig.1. We conduct this experiment on a microblog

dataset which will be introduced later in Subsection 4.1.

We calculate the log-likelihood after each round of ite-

ration and plot the values of log-likelihood with re-

spect to each iteration. It can be observed that Algo-

rithm 1 converges quickly. After eight rounds, the log-

likelihood becomes stable. Therefore, a small number of

-645

-650

-655

-660

-665

-670

-675

0 5 10 15 20 25

Log-Likelihood

30

Fig.1. Log-likelihood value with EM iterations.

iterations can achieve good performance. On the train-

ing dataset consisting of 12 000 users with 30 iterations,

the proposed approach only takes less than 10 seconds

to converge on a commodity PC.

3 Detecting Marionettes in Retweets

Utilizing the model proposed in Section 2, we can

detect marionette users and separate them from nor-

mal ones. To estimate the true retweet count of a hot

post, a straight-forward manner is to collect features

of each retweeter and classify whether the retweeters

are marionettes or not. By excluding retweets from

those detected marionettes, we can estimate the true

retweeting count for this hot post. In this manner, the

applications based on microblog data[1,3-4] can get rid

of marionettes and work on more reliable signals.

The main challenge of this detect-and-exclude ap-

proach is the high IO workload. In practice, a hot

tweet could be retweeted by millions of users 4○. To ap-

ply the proposed model, we need to collect the profile,

posted tweets, and the neighborhood data from millions

of users. Accessing such a large volume of data is very

time-consuming and could exhaust all IO bandwidth.

To relieve from high IO workload, we present a light-

weight detection method which relies on less input. In-

stead of pulling the full data of all users, we sample a

small fraction of users and classify whether they are

marionettes or not. Based on these predictions, we

train another classifier with fewer features. For exam-

ple, we only collect the features which can be acquired

directly from the retweets, like the word bag and de-

vice information. In this manner, we no longer need

to collect the full data of all users and thus can reduce

the total IO workload. The example in Fig.2 illustrates

how this light-weight approach works.

Fig.2 lists four retweets posted by four different

users over the same tweet. The original tweet promotes

for a commercial activity. If a user participates in this

4○http://hot.weibo.com, Oct. 2014.
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activity, he/she will have the chance to visit Hong Kong

for free. Among these retweets, we find that although

posted by different users, the first one and the third one

share almost the same content. Since such coincidence

is unlikely to happen, we may guess these two retweets

are posted by the same backstage user with different

accounts. Therefore if the first user is classified as a

marionette, the third one could be a marionette as well.

Based on this intuition, we extract the full features of

the first user and predict his/her label with the model

presented in Section 2. Then we propagate this predic-

tion to the third user as well as others sharing similar

features in retweets. In this manner, we only pull full

features from one user and can predict the labels of a

group of users.

Original Tweet

Label Propagation
via Shared Features
in Retweets

Heavy-Weight
Detected 
Marionettes

Light-Weight
Detected
Marionettes

Retweets from User 1

Want to go there for a 
long time, like the view 
of Victoria Harbor.

Retweets from User 2

Travelling is a kind of 
happy life.

Retweets from User 3

Want to go there, really 
like the view of Victoria 
Harbor.

Retweets from User 4

Disney land is wonderful.

#Note Dream Plan#Wish 
I could visit Hong Kong 
and go shopping with my 
family 

Fig.2. Example of the light-weight marionette detection.

We present the detailed process of light-weight

marionette detection in Algorithm 2. Here we de-

note all N retweets over a post T with the set

R = {(u1, t1, d1), . . . , (uN , tN , dN )} where each element

Ri represents the user ui retweets T and adds his/her

comment ti with the device di. Algorithm 2 consists of

two classification processes: 1) Algorithm 2 employs the

model in Section 2 to predict the labels of sampled users

in Rs; 2) based on the prediction results on Rs, Algo-

rithm 2 trains another classifier with the light-weight

features and applies this classifier to predict the rest

users in R. Since Algorithm 2 works on fewer features

than the full model, the heavy burden of IO workload is

Algorithm 2:1. Light-Weight Detection

Data: the retweet set of a hot post
R = {(u1, t1, d1), . . . , (uN , tN , dN)}

Result: label of each item in R

1 Derive a sample set Rs from R

2 Collect full data for sampled users in Rs

3 Predict the labels of sampled users
4 Collect light-weight features for all users in R

5 Train a predictor on sampled users with light-weight
features

6 Predict the labels of the rest users in R

relieved. The experiments in Subsection 4.5 prove that

even with less features, the light-weight classifier per-

forms well in detecting marionettes. Please note that

this light-weight model replies on the context features

of retweets to make predictions. In case of other sce-

narios without additional information to leverage, we

still need to apply the full model presented in Section 2

to detect marionettes.

4 Experiments

This section is organized as follows: Subsection 4.1

describes the datasets used in experiments; Subsec-

tion 4.2 analyzes the features that are discriminative

in marionette detection; Subsection 4.3 calculates the

classification accuracy of the proposed model and shows

that incorporating social relations can indeed improve

the performance; Subsection 4.4 lists several applica-

tions and calculates the ratio of marionettes in the top

200 most followed microbloggers and the top 50 most

retweeted posts; Subsection 4.5 evaluates the perfor-

mance of the light weight model with different settings

of the sample set.

4.1 Datasets

4.1.1 Classification Corpus

We acquire a dataset that consists of labeled mario-

nette and normal users to evaluate the proposed model.

• Marionette Users. To collect the corpus of mario-

nette users, we first created three phishing Sina Weibo

accounts and bought followers from three Taobao shops

for three times. Each time we purchased 2 000 follow-

ers and altogether there are 6 000 in total. The first

purchase was made in November 2011 and the other

two were made in February 2012. In Feb. 2013, we

re-examined these bought marionette users and found

that around 1 000 are still active while the rest have

already been deleted or blocked by Sina Weibo. Over
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1/6 marionette users are not discovered by Sina Weibo

for over a year. To target a more challenging problem

and compensate the existing detecting methods of Sina

Weibo, we select these well hidden marionette users into

our corpus.

• Normal Users. As for the normal users, we first

select ten seed users manually and crawl the users they

are following. After that, the crawled users are taken as

new seeds to continue the crawling. Through this itera-

tive procedure, we collect 70 288 unique users. Among

them, 29 334 have been verified by Sina Weibo (accord-

ing to the fields “verified” and “verifiedType” in Sina

Weibo API). That is 41.7% of all users. As Sina requires

the user to fax an ID copy for verification, we can con-

firm these users are normal users. From these verified

users, we randomly select 1 000 into our corpus that is

the same amount as the marionette users. In real life,

the distribution of normal and marionette users is usua-

lly imbalanced. However, to make the classifier more

accurate, we decide to undersample the normal users

and use a balanced training set to train the classifier

which is commonly used in imbalanced classification[5].

For each obtained user, we further randomly select

five users from all their followers into the dataset. As

a result, this dataset consists of 2 000 labeled users and

10 000 unlabeled users. The profiles and posted tweets

of these 12 000 users are also crawled.

4.1.2 Suspicious Hot Tweet Corpus

In Sina Weibo, the account of social network

analysis 5○ has listed several hot tweets that were sus-

piciously promoted by marionette users. This account

visualizes the retweet prorogation of these suspicious

tweets and finds the topological differences compared

with the normal hot tweets. For each mentioned tweet,

we retrieve 200 users who have retweeted this tweet.

4.1.3 Top Microblogger and Hot Tweets

To evaluate the marionette rates in microblog, we

collect the top 200 most followed microbloggers 6○ and

the top 50 most retweeted posts 7○ in Sina Weibo. We

collect the data of popular microbloggers on June 16th,

2014. For each microblogger, we crawl 2 000 of his/her

followers. We collect the hot tweets from the hourly

rank board at 7 pm on Oct. 13th, 2014. For each

tweet, we crawl 2 000 users who retweeted this tweet.

In total, we crawl as many as 500 000 users.

4.2 Feature Selection

In microblog platforms, for each user, we are able

to acquire many kinds of local features. In this subsec-

tion, we analyze some features to see whether they are

discriminative in marionette user classification.

4.2.1 Number of Tweets/Followings/Followers

For each user, we extract the number of posted

tweets, followings, and followers. Then we demonstrate

the comparison results in three sub-figures of Fig.3 re-

spectively. The x-axis represents different numbers of

tweets, followings, and followers, while the y-axis rep-

resents the number of users with the same number of

tweets, followings, and followers. Both axes use loga-

rithmic scale.

As shown in Fig.3(a), we find the marionettes are

relatively inactive in tweeting, and a large proportion of

marionettes post less than 20 tweets. On the contrary,

the normal users are more active. The most “energetic”

normal user posts more than 30 000 tweets. Therefore,

a large number of tweets can be an effective feature to

recognize normal users. In Fig.3(b), we find the num-

ber of followings of most marionettes is between 100 and

1 000. One possible explanation to this range is that the

puppeteer restricts the maximal following time to avoid

being detected by microblog services. In Fig.3(c), we

find most marionettes receive less than 200 followers,

and the majority of followers are also marionettes who

are helping them to disguise as normal users. The rest

are probably inexperienced users who follow back when

getting followed by marionettes.

4.2.2 Tweet Posting Device

As a convenience to users, microblog platforms pro-

vide multiple access manners. Besides the typical web

interface, users can post tweets via mobile clients, the

third party microblog applications, etc. Thus, we try to

figure out whether there are any differences in posting

devices between normal users and marionettes. All the

tweets are posted from 1 912 different sources, in which

1 707 different sources are used by normal users and 869

different sources are used by marionette users. Table 1

lists the top 5 mostly used sources for normal users

and marionettes respectively. We find that more than

half tweets of normal users are posted via “Sina Web”;

thus the web interface remains the primary choice for

5○http://weibo.com/dmonsns, Nov. 2014.
6○http://top.weibo.com/, June 2014.
7○http://hot.weibo.com/, Oct. 2014.
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Fig.3. User number distribution on the number of (a) tweets,
(b) followings, and (c) followers.

accessing microblog, and “iPhone” and “Andorid” are

the two most popular mobile clients. While for mario-

nette users, most tweets are posted via “Sina Mobile”

which denotes that majority tweets are posted via cell

phones web browser. In this case, if massive user ac-

counts are created from some mobile IP address, the

microblog service could not block this IP as it could

be the real requests from normal users in the same dis-

trict. Besides, the IP address can be changed when the

puppeteer relocates.

Table 1. Top 5 Most Used Devices to Post Tweets

Normal Marionette

Device Number of Tweets Device Number of Tweets

Sina Web 356 192 Sina Mobile 209 739

iPhone 059 996 Sina Web 029 365

Android 054 778 UC Browser 004 775

Sina Mobile 019 733 Android 002 577

S60 019 278 iPhone 002 112

Besides above local features, we also select: the

maximal, minimal, middle and average length of tweets;

the maximal, minimal, middle and average time inter-

val between tweets; the percentage of retweets. We do

not include the word bag features here. This is because

we want to make the model more generic. Since the

marionette users owned by the same backstage pup-

peteer will retweet the same tweet, if the bag-of-word

features are utilized as features, the trained model will

incline to these word features and become over-fit. To

our knowledge, the bot detection of Bing[6] only uses

behavior features and the words are used in blacklist

for pre-filtering.

4.3 Classification Evaluation

To show the advantages of incorporating social rela-

tions, we compare the proposed model with the baseline

method which only applies logistic regression on the lo-

cal features without considering social relations. When

evaluating the proposed model, we set different values

of d and different numbers of neighbors to illustrate the

impact of social relations on the marionette user detec-

tion task. We implement the proposed method based

on Weka[7] and the recorded accuracy is the average

computed based on 5-fold cross validation.

• Baseline. The baseline model is a logistic regres-

sion classification model which adopts the local features

introduced in Subsection 4.2.

• Light-Neighbor. This model is the proposed model

which adopts the same local features as the baseline

model and incorporates the social relations with the

setting of five neighbors and d = 0.1.

• Heavy-Neighbor. It is similar to the light-neighbor

model, except that this model biases more towards so-

cial relations with a higher degree setting d = 0.5.

Table 2 lists the weighted classification precision, re-

call, and F -measure over the three models. We can find

that incorporating social relation increases the perfor-

mance of detecting marionette users.
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Table 2. Classification Results on the Three Models

Precision Recall F -Measure

Baseline 0.884 0.875 0.872

Light-neighbor 0.900 0.890 0.887

Heavy-neighbor 0.907 0.895 0.892

We also evaluate the proposed model with different

settings of d and #neighbor (the number of neighbors)

and show the results in Fig.4. From this figure, we

can find that incorporating social relations in modeling

can improve the classification accuracy. For example,

when #neighbor equals 1, 2 or 3, the accuracy improves

w.r.t. the increase of d; on the other hand, when d

equals 0.1, the accuracy improves w.r.t. the increase of

#neighbor. However, setting the value of #neighbor or

d too high could decrease the accuracy. Therefore, we

need to balance between local features and social rela-

tions and choose proper values for d and #neighbor. In

practice, the parameter adjustment methods like grid

search can be applied.
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Fig.4. Classification F -measure with different neighbor and de-
gree settings.

4.4 Applications of Marionette Detection

We apply the proposed probabilistic model to de-

tect the credibility of hot retweets and apply the model

learnt from the classification corpus to identify mario-

nettes from suspicious hot tweets corpus, and finally

we can obtain the percentage of users that are classi-

fied as marionette users among the users who retweet

this message.

Table 3 lists the Weibo accounts that post suspicious

hot tweets, their promotion purpose and percentage of

marionette users. It can be seen that the percentage

of the first four tweets is quite high, which suggests

that most of their retweets are conducted by marionette

users. Although the retweet of the last tweet shown in

Table 3 involves more normal users, it might be at-

tributed to the fact that marionette users attract the

attention of many normal users and thus the goal of pro-

motion is achieved through marionette user purchase.

To provide a quantitative analysis on the popular

microblogger and hot tweets, we apply the proposed

model to estimate the ratios of marionette in the fol-

lowers of the top 200 most followed microblggers and

in the retweeters of the top 50 most retweeted posts.

Fig.5 displays the results. The bar represents the fol-

lower count or the retweet count of the corresponding

microblgger or post; the line represents the ratio of mar-

ionettes among all followers or retweeters. In Fig.5,

we place the microbloggers or tweets in descending or-

der according to their follower counts and retweeting

counts. Please note that we acquire the hot tweets from

a hourly ranking list, and thus the number in Fig.5(b)

only records the retweet count within one hour.

Table 4 summarizes the statistics of the ratios of

detected marionette. Among all popular microblog-

gers, the one who ranks the 18th in followers (42 mil-

lion) has the highest marionette rate, up to 55.6%. In

other words, this microblogger is followed by 23 million

marionettes. This microblogger is a founder of a re-

gional clothing company. According to the popularity,

this microblogger should not be listed in the top 200. It

seems that he/she purchased marionettes to be ranked

the top 200. In this manner, the company can receive

more attention from the outside.

Table 3. Marionette User Percentage of Suspicious Hot Tweets

Microblogger Promotion Purpose Marionette Rate (%)

A web site of clothing industry Web site promotion 100.00

A famous brand of women’s dress Weibo account promotion 198.61

Provincial Culture Communication CO., LTD Ceremony advertisement 193.62

A anti-worm software for mobile device A security issue reminder 192.44

A famous China smart phone manufacturer Advertisement of sale promotion 143.04
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Fig.5. (a) Marionette ratio of followers of top 200 most followed microblggers. (b) Marionette ratio of retweeters of top 50 most
retweeted posts (hourly rank board).

Table 4. Basic Statistics of Marionette Ratio

Min (%) Median (%) Mean (%) Max (%)

Follower 0.5 16.7 18.1 55.6

Retweeter 0.6 11.7 15.0 36.2

4.5 Light-Weight Model

We select four hot tweets with the highest mario-

nette ratios in Fig.5(b). For each hot tweet, we col-

lect 2 000 retweeters (the maximum limit of Sina Weibo

API) from which we sample a seed set of users. Then

for each selected user, we collect the full features and

apply the proposed model to predict their labels. As

for the rest users, we only collect the following features

which are available from the retweets. 1) Word bag:

we apply FudanNLP[8] to segment the sentences into

words. We also parse the hashtag, mentions and URLs

from text and treat them as word bag features. 2) Post-

ing devices: we extract the name of the device used to

retweet. 3) Statistical features: the number of hash-

tags, mentions, and URLs. Based on these three kinds

of features, we train a classifier over sampled users and

apply it to predict the labels of the rest. Here we set

the size of sampled users to be from 1% to 4% of the

entire set and display the results in Table 5.

To acquire the golden labels on the entire dataset,

we apply the proposed model trained over full features

to predict all retweeters for these four tweets. From Ta-

ble 5, we find that with only 1% users, we can achieve

an F -measure of 0.85 in average. In this manner, we no

longer need to prepare the full features for 99% users

which significantly reduce the IO workload. Please note

that this light weight leverages the local features in the

retweets to achieve such high accuracy. In scenarios

without additional information to utilize, we need the

full model presented in Section 2 to detect marionettes.

5 Related Work

In this section, we describe related work from three

perspectives: 1) the applications that are conducted on

microblog data; 2) the credibility issues of web data

and corresponding solutions; 3) the credibility issues of

microblog data.

5.1 Microblog Data Applications

Microblog data is the characteristic of time-

sensitivity and geological information associated. To

leverage such particular features, many emergent ap-

proaches have been proposed: Twitter Monitor[9] was

proposed to detect trends over tweet streams and iden-

tify the emergence of events; Sakaki et al.[1] utilized

the geographical information of tweets to locate natu-

ral disasters, such as earthquakes, or track the path

of typhoon. Interestingly, the notification of earth-

quake acquired by the method provided in [1] is even

quicker than that given by Japan Earthquake Bureau.

Yin et al.[10] modeled both the content and the geo-

graphical information of tweets in the same statistical

Table 5. Prediction Accuracy of Light-Weight Classifier with Different Sizes of Sample Set

Seed Ratio (%) Tweet No.1 Tweet No.2 Tweet No.3 Tweet No.4

Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

1 0.733 1.000 0.846 0.817 0.993 0.897 0.646 0.955 0.773 0.823 1.000 0.903

2 0.797 0.920 0.854 0.865 0.993 0.925 0.701 0.886 0.783 0.867 0.992 0.926

3 0.797 0.953 0.868 0.880 0.993 0.934 0.704 0.927 0.801 0.906 0.992 0.947

4 0.800 0.972 0.878 0.890 0.993 0.939 0.744 0.931 0.827 0.928 0.964 0.946
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framework, and discovered the topic variety at differ-

ent places; Duan et al.[11] focused on the problem of

topic summarization in Twitter, which aims to provide

a short and compact summary for a collection of tweets

on the same or similar topics. Different from typical

document summarization, Duan et al.[11] leveraged the

authority of tweet publishers as well as the user connec-

tions to improve the summarization quality; Lehmann

et al.[12] analyzed the temporal pattern of hot hashtag

on Twitters. Lehmann et al.[12] introduced two dimen-

sions: the days before the peak and the days after the

peak to classify the hashtag into four different cate-

gories.

There are many approaches that utilize microblog

data to improve traditional tasks: Dong et al.[13] found

that some tweets include URL as a part of the content

and such information can help with improving web page

ranking especially for the newly created web pages;

Yang et al.[4] leveraged the textual content surrounding

the URL in tweets and proposed a dual wing model to

improve the accuracy of web page content summariza-

tion.

Since a variety of services are built upon microblog

data, the credibility of microblog data is becoming more

and more important.

5.2 Credibility of Web Data

Prior to the emergence of microblog service, the

web has existed for over two decades. Many web ser-

vices have been dealing with all kinds malicious beha-

viors and cheating for a long time. For example, since

the search engine utilizes user log to develop search re-

sult ranking, related search suggestion and query auto-

suggestion, many robots are operated to submit specific

queries or conduct fake clicks to hack the log of search

engines[14]. Many approaches[6,15] have been proposed

to detect and exclude these robot users. The main dif-

ference between the robot users and the marionette mi-

croblog users is that we can obtain the social relations

from marionette users, which can be utilized in build-

ing classification models. Besides robot users and auto-

mated traffic, another web data issue is the link spam

which tries to increase the PageRank of certain pages

by creating a large number of links pointing to them.

[16-19] propose to optimize search engine ranking and

minimize the effects of link spam. The link spam detec-

tion is different from marionette microblog user detec-

tion. The former is a ranking problem, while the latter

is a classification problem. The former targets to lower

the rank of link spam web pages and many proposed

methods like [16] rely on the link structure of the web,

but the latter task targets to separate the marionette

users from normal users with local features and their

social connections.

5.3 Credibility of Microblog Data

Due to the enormous consumers of microblog data

from both applications and individual perspectives, the

credibility of microblog data becomes extremely impor-

tant. Castillo et al.[20] explored the information credi-

bility of news propagated through Twitter and pro-

posed to assess the credibility level of newsworthy top-

ics.

The existence of destructive users, such as spam-

mers and marionettes, reduces the credibility of mi-

croblog data. Many approaches were proposed to de-

tect and exclude these destructive users. In Table 6,

we categorize existing work according to two dimen-

sions: the vertical dimension denotes the targeted type,

spammers or marionettes; the horizontal dimension de-

notes whether the dependencies of connected users are

included in modeling.

Table 6. Two-Dimensional Categorization of Related

Work on Detecting Destructive Users

Modeling User Dependency

No Yes

Spammers [21-24] [25-28]

Marionettes [29-31] Proposed approach

5.3.1 Detecting Spam or Malicious Users

Gowri and Mohanraj[32] reviewed existing work on

detecting Twitter spam users. They summarized pre-

vious work according to introduced features, evalua-

tion metrics and employed models. Yardi et al.[33] em-

ployed three simple rules to detect Twitter spammers

including: 1) searches for URLs; 2) username pattern

matches; 3) keyword detection. Other approaches like

[23-24, 34] analyze the discriminative features on tweet

content and user social behaviors and trained super-

vised models to separate spammers from normal users.

Laboreiro et al.[22] focused on one kind of Twitter

spammer, the automatic posting accounts. They em-

ployed multiple features to detect such accounts. Since

the spammers are evolving to evade the detection of

microblog platform, Yang et al.[21] applied empirical

methods to analyze how spammers disguise as normal

users and proposed 26 robust and discriminative fea-

tures to build the detection model. Thomas et al.[35]
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collected a set of trusted users as seeds and then re-

cursively included more users whom trusted users com-

municate with. But in case of new users who are not

connected to trusted users, Thomas et al.[35] failed to

detect whether they were spammers or not.

Ghosh et al.[26] identified a particular type of harm-

ful microblog users: the link farmer. This type of users

try to acquire more followers and distribute spams. The

main difference between the link farmers and the mario-

nette users is that the former one is seeking for followers

and the latter one is providing followers. Yang et al.[25]

identified another type of harmful microblog users, the

cyber criminals. Different from marionette users, the

cyber criminals generate direct harm to normal users

by spreading phishing scams.

The SMFSR method proposed by [27] employs a

matrix factorization based method to find spammers in

social networks. Different from our proposed approach,

this method is transductive rather than inductive. In

other words, it is difficult to be used to predict over un-

seen users who are not in the training set. Every time,

when new users are added, the entire matrix factoriza-

tion needs to run again. Due to the computational bot-

tleneck of matrix factorization, SMFSR is hard to scale

up to a large number of features. In contrast, the pro-

posed approach in this paper is built upon the sigmoid

function which can easily scale to high-dimensional fea-

tures.

[28] is related to our proposed approach in the sense

that it combines user activities, social regularization,

and semi-supervised labeling in one framework. The

main difference is that [28] aims to detect the spammers

who did harm to normal users and thus were deleted by

the microblog platform. However, in this paper, we tar-

get to detect a different group of users, the marionettes

who are paid to promote for a microblogger or a tweet.

For other social network applications, Rahman et

al.[36] provided a plugin to exclude the Facebook spe-

cific malware: socware. They introduced various local

features to detect the socware and outperformed the

baseline blacklist method.

5.3.2 Detecting Marionettes or Purchased Users

Stringhini et al.[37] studied the phenomenon of

Twitter account markets and showed the negative im-

pacts caused by purchased followers: 1) faking the num-

ber of followers of buyers’ accounts; 2) distributing

spams which sometimes could be malicious. Jiang et

al.[38] compared the behaviors between purchased fol-

lowers and normal users. They found that 1) purchased

followers tend to share similar patterns; 2) the patterns

of purchased followers are different from those of nor-

mal users.

Aggarwal and Kumaraguru[29] provided an in-depth

analysis of purchased followers on Twitter and built a

prediction model based on local features of each user.

Shen et al.[30] explored the purchased followers in the

most popular microblog platform of China, Sina Weibo.

They studied the discriminative features between fake

followers and normal users and applied these features in

building the detecting model. Liu et al.[31] also focused

on Sina Weibo and proposed to detect marionette users

with existing classification models.

The main differences between our paper and [29-31]

are as follows.

• [29-31] formulate marionette detection as a binary

classification problem and directly apply existing mod-

els like SVM, naive Bayes and logistic regression for

training. These approaches are similar to the baseline

model (Table 2) in terms of adopted features and em-

ployed model, while in this paper, we propose a sta-

tistical framework that models both local features and

social relations. According to the results in Table 2, the

integration of social relations can improve the detection

accuracy.

• The proposed model is semi-supervised. Com-

pared with supervised classification models, the pro-

posed model relies less on manual labelling and is more

robust to imbalanced training data.

• In detecting marionettes from massive retweeters,

we further propose a light-weight classifier which could

work on fewer features and save the total IO cost.

6 Conclusions

In the paper, we first discussed the business model

of marionette users or how they make profits in mi-

croblog services. The following facts motivate the emer-

gence of marionettes: 1) to increase the number of

followers and fake their popularity, some users pur-

chase marionette users to follow them; 2) to increase

the retweeting count, the advertisers pay marionette

users to retweet their tweets. Marionette users deceive

microblog services by faking retweeting and following

counts, and the random actions of marionette users

can annoy normal users. Therefore, to ensure informa-

tion trustworthiness, it is extremely important to detect

marionette users in a timely manner. In this paper,

we proposed an effective probabilistic approach to fully

utilize local user features and social relations in detect-
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ing marionette users. We extracted user behavior fea-

tures together with their neighbors’ information from

both normal and marionette users, and integrated such

information into a probabilistic model. We proposed

an iterative EM procedure to infer model parameters

which can then be used to predict whether a user is

a marionette or normal. Experiments on Sina Weibo

data showed that the proposed method achieves a very

high F -measure close to 0.9, and the further analysis on

some retweet examples demonstrated the effectiveness

of the proposed model in measuring the true credibility

of information on microblog platforms. We applied the

proposed model to estimate the ratios of marionettes

in the top 200 most followed microbloggers and the top

50 most retweeted posts. We found that in the worst

case, up to 55.6% followers and 36.2% retweeters are

marionettes. To detect massive retweeters with limi-

ted IO bandwidth, we further proposed a light-weight

model which works on much fewer features to achieve

an F -meausre of 0.85 in average.
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[12] Lehmann J, Gonçalves B, Ramasco J J, Cattuto C. Dynam-

ical classes of collective attention in Twitter. In Proc. the

21st International Conference on World Wide Web, April

2012, pp.251-260.

[13] Dong A, Zhang R, Kolari P, Bai J, Diaz F, Chang Y, Zheng

Z, Zha H. Time is of the essence: Improving recency ranking

using Twitter data. In Proc. the 19th International Confer-

ence on World Wide Web, April 2010, pp.331-340.

[14] Buehrer G, Stokes J W, Chellapilla K. A large-scale study

of automated web search traffic. In Proc. the 4th Interna-

tional Workshop on Adversarial Information Retrieval on

the Web, April 2008, pp.1-8.

[15] Yu F, Xie Y, Ke Q. SBotMiner: Large scale search bot de-

tection. In Proc. the 3rd ACM International Conference on

Web Search and Data Mining, February 2010, pp.421-430.
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