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Abstract Recent years have witnessed the tremendous development of social media, which attracts a vast number of

Internet users. The tweets these users posted provide an effective way of understanding user behaviors. A large amount

of previous work benefits from mining user interest to make friend recommendation. However, the potentially strong but

inconspicuous relation between location and interest interaction among social media users is overlooked in these studies.

Different from the previous researches, we propose a new concept named neighbor-based friend recommendation (NBFR) to

improve the friend recommendation results. By recommending surrounding users who have similar interest to each other,

social media users are provided a unique opportunity to interact with surrounding people they may want to know. Based

on this concept, we first mine users’ interest from short tweets, and then propose to model the user interest with multiple

topics under the hypercube structure for friend recommendation. At the same time, we also offer a topic matching shortcut

algorithm for more extensive recommendation. The evaluations using the data gathered from the real users demonstrate

the advantage of NBFR compared with the traditional recommendation approaches.
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1 Introduction

Micro-blogging systems, especially Twitter and

Weibo, have become extremely popular nowadays. For

example, Twitter has more than 140 million active

users and over 340 million messages posted per day[1].

Weibo has also accumulated over 300 million users and

more than 1 000 Chinese tweets are being posted per

second[2]. A large number of content users posted

present us a big data environment in social media plat-

forms. In micro-blogging systems like Twitter and

Weibo, users are provided with a powerful and conve-

nient means of adding new friends, spreading breaking

news, sharing information, performing virtual social ac-

tivities and so on.

One of the most fundamental functions of micro-

blogging systems is to enhance online social interac-

tion among Internet users. To enhance users’ virtual

contacts, friend recommendation is considered as one

of the most fundamental topics and has drawn much

research efforts in recent years. For instance, in [3],

a friend recommendation algorithm was designed and

only those that have high attention were recommended

to each other. In [4], the authors used link prediction

based on “friend of a friend” approach to suggest one

human being to another. The authors in [5] made a

comparison between recommendations that are based

on a user’s familiarity network and his/her similar-

ity network. The authors in [6] recommended Twitter

users to follow using collaborative filtering approaches.
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These approaches, however, do not consider the rela-

tionship among the tweets generated by social media

users, making them hard to find the truly useful infor-

mation they are really interested in.

In fact, the high-dimensional content posted by mil-

lions of users presents both opportunities and chal-

lenges to the contemporary research. Regarding micro-

blog users as social sensors, we can collect tremendously

large datasets to facilitate the understanding of user

behaviors. Part of previous efforts benefit from the

knowledge of user interest to improve the friend recom-

mendation result. For example, Zuo et al.[7] found peo-

ple with similar characteristics are more likely to form

ties with each other. The authors in [8] demonstrated

that the contact among interest similar people occurs at

a higher rate than that among dissimilar people. Chen

et al.[9] studied people recommendations designed to

help users find known contacts and discover new friends

on social networking sites. Hsu et al.[10] addressed the

problem of link recommendation in weblogs and simi-

lar social networks by proposing an approach based on

collaborative recommendation using the link structure

of a social network and content-based recommendation

using mutual declared interests. It seems that interest-

based recommendation realizes the need for boosting

users’ social contacts, while in fact recent study[7] shows

that users with similar interest still contact with a low

frequency.

Moreover, although many interest-based studies

have been devoted in the previous work, the potentially

strong but inconspicuous relation between users’ inte-

rest and users’ location is overlooked. In fact, a tweet

often reflects the posting user’s interest or behavior, and

given users with similar interest and located in the same

location, they are more plausible to establish interac-

tion with each other. For example, user “Bob” likes

traveling. He finds another user “Alice” who locates in

the same place with him is also fond of traveling. Since

people within the same place are highly likely to be

offline encounters, if “Bob” further finds that “Alice”

is over here and is just his type, he will then contact

with “Alice” and keep in touch with her in the near fu-

ture with a high probability. None of previous studies

can be directly applied to the above mentioned task be-

cause they have not related surrounding users to their

interest.

Inspired by these observations, we propose in this

paper a new approach named neighbor-based friend

recommendation (NBFR), which enables users with

similar interest to interact with one another in the same

physical domain. Since people within the same place

are highly likely to be offline encounters, by interest

similarity recommending, we provide users an effective

way of contacting with people around them and whom

they may be interested in. Nowadays, more and more

people join the Internet and become the online users.

Thus, our neighbor-based friend recommendation also

helps bridge the gap between the real and the virtual.

NBFR not only can be implemented as an app and run

on smartphones but also can be added as a function

of micro-blogging systems to enhance their usability in

the future. There are three steps of achieving this goal.

First, we generate the user topic interest matrix to mine

users’ interest from tweets contents information. Sec-

ond, we try to measure users’ interest similarity based

on their interest vectors. Finally, matched users are

ranked and recommended according to their similarity

levels.

In order to measure user interest match, we pro-

pose to utilize the hypercube to explain the solution of

users with multiple interest topics. We map the topics

that we select for distinguishing a user into a hypercube

space. Each topic is represented as a component of the

vertex’s coordinate in the cube. Considering that users

are usually only interested in a small subset of topics,

we prefer to construct a binary hypercube rather than

a general cube because the former one could more ac-

curately measure the interest similarity between two

users. We also propose a topic matching shortcut algo-

rithm for more extensive friend finding.

The main contributions of this paper include:

• We propose a new concept named neighbor-based

friend recommendation (NBFR). NBFR enables users

with similar interest to interact with one another in

the same physical domain. By combining users’ inte-

rest and users’ location together, we construct a bridge

between users’ online and offline interaction.

• We present a shortcut-based friend recommenda-

tion algorithm under the hypercube structure.

• We evaluate our algorithms based on data gath-

ered from the real users. Experimental results prove

that our approach achieves high performance.

The remainder of this paper is structured as follows.

Section 2 gives the related work. Section 3 presents

an overview of our NBFR. In Section 4, we present

the user interest detection method in detail. Section 5

depicts the interest match process. We evaluate the

performance of our method and present the results in

Section 6. Finally, Section 7 concludes the paper.
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2 Related Work

2.1 Recommendation Approaches

In the last few years, a number of re-

searchers have made many contributions to big data

development[11-14]. As the big data booms, recom-

mendation approaches which are used to recommend

documents, users or items that users may be interested

in have been a fertile area of research. The commonly

used recommend approach is Collaborative Filtering

(CF) recommending[3]. CF recommending mainly re-

lies on the rating given by users to predict users’ prefe-

rences. However, CF systems are easily influenced by

the unfair ratings and what kind of users is appropriate

to follow is still a difficult problem. In paper [15], to

enhance a tweet’s diffusion by finding the right persons

to mention, a recommendation scheme which adopts

user interest match was proposed. The authors of [16]

studied people recommendations designed to help users

find known, offline contacts and discover new friends

on social networking sites. In practical application,

Facebook launched a feature called “people you may

know” to recommend friends by using link predictions

based on a “friend of a friend” approach[17]. The fea-

ture of “people you may know” assumes people know

each other with a high probability if they have com-

mon friends. Micro-blog also has the similar feature

and it can recommend friends through geographical lo-

cation information, users’ indirect follow information,

or common friends information. But link prediction

approaches may cause some negative effects such as

“richer get richer”.

2.2 Hypercube

The applications of hypercubes have been initially

studied in parallel and distributed computing. Most

of recent hypercube-based researches focus on routing.

In [18], the author utilized hypercube to design a team

multicast routing protocol to address the scalability in

mobile ad hoc networks. Huo et al.[19] defined a rout-

ing selection and maintenance rule based on a logical

hypercube structure. In [20], the authors linked Blue-

tooth devices as a hypercube to construct a parallel

computation and communication environment. Trying

to leverage hypercube properties, the authors in [21]

mapped social features into hypercube to design rout-

ing algorithm for HCNs (human contact networks). In

this paper, we also try to use hypercube to model and

analyze user interest match solution in geometric view.

3 Method Overview

In this section, we introduce the whole processing of

NBFR which integrates both users’ location and users’

interest together. For a certain user, candidates who lo-

cate around and have similar interest with him/her are

detected and recommended. To achieve this goal, our

approach mainly comprises of three key components:

neighbor definition, user interest detection, and interest

match and recommendation. The workflow of NBFR is

shown in Fig.1.

Neighbor Definition. Neighbor definition can be

achieved by using two different methods. First, in the

outdoor, the GPS device equipped in the smartphone

is used to obtain the user’s location which is then up-

loaded to a central server. Thus, users can be divided

into different neighbor groups according to their current
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Fig.1. Framework of NBFR.
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locations. Since the GPS value may be not accurate,

we assume people within a certain relative distance are

selected and classified as a same group. Moreover, the

clearly visible distance of human eyes when being in

barrier-free environment is about 300 meters[22]. Thus,

we define the maximum relative distance in our group

classification as 300 meters. Second, short-range wire-

less communication devices equipped in smartphone

such as the Bluetooth or WiFi direct can be used for

neighbor detection in indoor environment. Thus, we

group users who can communicate directly via short-

range communication devices into a neighbour group.

Note that users in the same neighbor group see each

other with high probability in the real world.

User Interest Detection. It is worth noting that

users’ tweets can reflect their personal interest. Based

on this observation, we sort the posted tweets of each

user in a group, and then employ matrix factorization

approach to construct user interest matrix which re-

flects users’ hidden interest topic distribution.

Interest Match and Recommendation. Given user

interest vectors, we map users in a group into a struc-

tured high-dimensional hypercube, in which the inte-

rest closeness between two users is measured. Finally,

a recommendation list is generated based on the inter-

est match results. The top N relevant candidates in

the ranked list are recommended to the source user.

4 User Interest Detection

The match of users’ interest is an intuitively impor-

tant feature. To calculate the match, the largest chal-

lenge is to discover the hidden user interest from users’

tweets, which differs from traditional interest distribu-

tion discovery because contents in the tweets are short

and contain a wide variety of topics and even noise.

Topic model clustering algorithms like LDA[23] are used

in previous studies[24-25] to predict the topic distribu-

tion from tweets contents. In the standard LDA, a doc-

ument contains a mixture of topics, represented by a

topic distribution, and each word has a hidden topic

label. This is a reasonable assumption for long doc-

uments. However, for short microblog posts, a single

post is most likely to be about a single topic[1]. There-

fore, we prefer to employ both bag-of-words and matrix

factorization approaches to indicate users’ topic interest

from raw tweets in this section.

4.1 User Feature Matrix Construction

For users in a same group, we crawl their tweets

and define d as the set of recent tweets they posted.

For d, after word segment by jieba tool (a toolkit used

for Chinese word split), we eliminate all the stop words

in the posted tweets and only keep a word if it is iden-

tified as a noun. Thus, based on all these kept words,

a dictionary with distinct words is constructed. Using

the indexes of the dictionary, each tweet is represented

by an n-entry vector, where n is the total number of

words in the dictionary. Moreover, each entry of the

vectors refers to the count of the corresponding entry

in the dictionary. For example, in vector (1, 3, 1, 1, 2,

0, 0, 1, 0), the first entry is 1 because the first word in

the dictionary appears in the corresponding tweet once.

In this way, each user in the group can be denoted as

a matrix Xm×n as shown in (1), where each row rep-

resents a tweet vector, m is the number of tweets for

the user and the i-th word in the dictionary appears in

tweet j with a frequency of fij(i = 1, 2, . . . , n).

X =











f11 f12 . . . f1j . . . f1n
f21 f22 . . . f2j . . . f2n
...

...
...

...
fm1 fm2 . . . fmj . . . fmn











. (1)

For user a, if we sum each column of its matrix Xa,

then a new row vector ya = (xa1, xa2, . . . , xai, . . . , xan)

is got, in which xai is the total number that the i-

th word in the dictionary appears in user a’s crawled

tweets. In this way, all the users we crawled could be

mapped into a matrix Yt×n as shown in (2).

Y =











y1

y2

...
yt











, (2)

where t denotes the total number of users crawled in

the social media and y1, y2, . . . , yn denote the new

row vectors we got for users (like ya for user a).

4.2 Matrix Factorization for User Interest

Detection

Matrix factorization technique is a popular method

in discovering the latent features underlying the inte-

ractions between users and items. One obvious applica-

tion is to predict ratings in collaborative filtering. The

intuition behind matrix factorization for rating predic-

tion is that there should be some latent features which
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determine how a user rates an item. If we can discover

these latent features, we should be able to predict a rat-

ing with respect to a certain user and a certain item,

because the features associated with the user should

match with the features associated with the item. Since

matrix factorization works by users’ feature discovery,

here we try to use matrix factorization to indicate user

interest distribution from social media.

Consider we want to extract k hidden user interest

topics from matrix Yt×n, where value k satisfies k < t

and k < n. Then we need to find two matrices Ut×k

and Vn×k so that their product approximates matrix

Yt×n. Each row of Ut×k will be the strength of the

associations between a user and the interest topics.

Yt×n ≈ Ut×k · V
T
n×k.

Suppose the prediction of a rating of an item Vj by

user Ui is denoted as the following equation:

Y ′

ij = UT
i Vj ,

then, to get the matrix Ut×k, the difference between

the estimated rating Y ′

ij and the real rating Yij should

be minimized as:

min(Yij −UT
i Vj)

2. (3)

Suppose the difference between the estimated rating

Y ′

ij and the real rating Yij follows the normal distribu-

tion. The objective function of (3) can be deduced and

modeled as:

L =

n
∑

i=1

t
∑

j=1

(Yij −UT
i Vj)

2. (4)

Furthermore, to avoid overfitting caused by the

sparse character of matrix Y, regularization is intro-

duced in our algorithm. This is done by adding a pa-

rameter λ which denotes the weight of regularization

terms. Thus, (4) is modified as (5):

L =

n
∑

i=1

t
∑

j=1

(Yij −UT
i Vj)

2 + λ(‖Ui‖
2 + ‖Vj‖

2). (5)

Our objective is then to minimize function L. To

achieve this, stochastic gradient descent is used and the

update rule of Ui is given by:

Ui = Ui − β
∂L

∂Ui

, (6)

where β is a constant whose value determines the rate

of approaching the minimum. Note that

∂L

∂Ui

= 2λ− 2

n
∑

i=1

t
∑

j=1

Vj(Yij −UT
i Vj). (7)

Using (7) to rewrite (6), we acquire (8) as:

Ui = Ui − 2β



λ−

n
∑

i=1

t
∑

j=1

Vj(Yij −UT
i Vj)



 . (8)

Suppose we set k = 10, which is an empirical

value of interest categories. The stochastic gradient

descent process is stopped when L < 0.001 in the ex-

periment. After the stochastic gradient descent pro-

cess, we get the matrix Ut×k which indicates users’

topic distribution. Each row of matrix Ut×k is a vec-

tor that describes a user’s topic interest in the group.

Suppose user ui’s topic interest we get from Ut×k is

ui = (ui1, ui2, . . . , uik), i = 1, 2, 3, . . . , t,

wij =
uij

∑k

j=1 uij

, j = 1, 2, . . . , k,

wi1 + wi2 + wi3 + . . .+ wik = 1.

5 User Interest Match

In this section, we explain user interest similarity

with hypercube. In order to achieve our goal, we map

the multiple topics of users we get from Section 4 into

topic hypercube, a structured topic space.

5.1 Topic Hypercube Model

5.1.1 Multidimensional Hypercube Construction

Generally, as we all know, with one interest topic

only, we can distinguish the interest of two different

users in one-dimensional (1D) space. For example, as

shown in Fig.2, the difference between users A and B

is ∆u. If there are two topics provided, the difference

between the two users could be presented by a two-

dimensional (2D) vector (∆u, ∆v). Similarly, if there

are three or more than three interest topics, we have to

describe the difference of various users by using multi-

pledimensional space. Each topic of the user is repre-

sented as a component of the vertex’s coordinate in the

hyper space.

Fig.3 represents a 3×2×2 hypercube which consists

of 12 users. In this example, there are three different

interest topics in this cube, named sports, health, and

traveling respectively. Originally, user A and user B

have their own interest topic vectors as A:(x1, x2, x3)

and B :(y1, y2, y3). With the aim of mapping users into

the hypercube, we set user A as the coordinate origin

(0, 0, 0) of the hypercube. By computing the relative

distance between vectors (x1, x2, x3) and (y1, y2, y3),

user B is mapped into vertex (2, 1, 1) in the cube. In
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this way, we plot users with their corresponding ver-

texes in the cube.

A B

Δu

A

B

Δu

Δv

(a) (b)

Fig.2. Distinguishing users with one topic and two topics pro-
vided. (a) 1D. (b) 2D.

011

200

210

211

100000

010 110

111

001 201101

User A

User B

Sports

Health

T
ra

v
e
li
n
g

Fig.3. 3D hypercube.

Moreover, assume that there are N users in a group,

each user is represented by a vector (T1, T2, ... , T10), a

representation of his/her interest distribution. Accord-

ing to the above analysis, these users could be mapped

into a structured 10-dimensional hypercube (or simply

10D cube), in which each node (vertex) represents a

user in the group. Thus, there is usually a one-to-one

correspondence between a user and a node in the cube.

In the 10D cube, two nodes are connected if and only

if they differ in one topic.

To map a group of nearby users into the 10D cube,

we should acquire the relative distance between two

user vectors. Suppose there are two users A and B,

with their vectors as (xa1, ya2, za3, ... , wa10) and (xb1,

yb2, zb3, ... , wb10) respectively. We can calculate their

relative distances for each component as:































∆xab = ‖xa1 − xb1‖,

∆yab = ‖ya1 − yb1‖,

∆zab = ‖za1 − zb1‖,
...

∆wab = ‖wa1 − wb1‖.

(9)

With the obtained relative distance vector

(∆xab,∆yab,∆zab, . . . ,∆wab), we can map A and B

into a topic space (T-space). Obviously, the 10 compo-

nents are totally different kinds of topics. For example,

x is entertainment, y is sports and z denotes health.

Fig.4 shows an example of constructing the T-space

based on three diverse interest topics. Suppose user A

has a 3D interest vector (0.12, 0, 0.1) and B has an

interest vector as (0.4, 0.24, 0 ). According to (9), the

relative distance vector between A and B is (0.28, 0.24,

0.1). If user A is set as the coordinate origin (0, 0, 0),

in order to map user B into the T-space, we have to

011

200

201

211

100

001 101

111

010 210110

User  A

310

300

311

020 120 220 320

321221121021

User B

000

P19
P20 P21

P10

P18

301

P14

P6

P13

P5

P12

P18

P4

P11

P15

P8
P7

P3

P0 P1 P2

P17
P9P16

Fig.4. Example of the T-space.
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deal with each component of the relative distance vec-

tor as follows. First, we round each component value

up to one decimal. Then, each component value is en-

larged by multiplying 10. After these operations, user

B is mapped into vertex (3, 2, 1) in the cube, as shown

in Fig.4. Meanwhile, we note that two users have a

connection if they differ in exactly one topic.

5.1.2 Match Detection in T-Space

The topic distance between node i and node j in

the T-space is denoted as Dij , which is the hamming

distance between users i and j. For instance, the topic

distance from node A to node P4 is 2 in Fig.4. Gene-

rally, for two nodes in the cube, the more interest top-

ics in common, the less their topic distance. Hence, we

use topic distance as the metric to measure the interest

match between two micro-blog users in a group.

Taking user A in Fig.4 for example, by comparing

the topic distance from each user to user A in the T-

space, we rank the others in the same group with user

A into different similarity sets and users in the same

set have the same similarity level. More specifically, we

detect from the cube that:

• Users who are most interest relevant with user A

are ranked to set C0 = (P0, P1, P2, P3, P7, P11), in

which DAPi
= 1, for i = 0, 1, 2, 3, 7 and 11.

• For each node in set C1 = (P4, P5, P6, P8, P9,

P10, P12, P13, P14, P15, P19), its topic distance to user

A is 2.

• Users who have no similar interest with A belong

to set C2 and C2 = (P16, P17, P18, P20, P21, B).

In summary, we convert the user interest match

problem in human social space into a multidimensional

hypercube space. By taking advantage of the structural

property of the hypercube, it is efficient to discover in-

terest closeness among users.

5.2 Binary Hypercube Model

5.2.1 Binary Hypercube Construction

In Subsection 5.1, we discussed user interest match

in the general T-space. However, there are two main

problems when performing user interest match in the

constructed T-space. First, generally, since user inte-

rest vectors have different dimensional values, it is not

very easy to measure interest similarity for users. Sec-

ond, the relative distance cannot represent the distinct

topic difference between two users. To enhance match-

ing performance, we propose a binary cube structure in

this subsection.

The binary hypercube is a special cube in which

each topic has a binary value: 0 or 1. To construct a bi-

nary cube, we should change topic interest vectors into

binary vectors at first. The dimensional values in a bi-

nary vector are either 0 or 1, where value 1 denotes the

corresponding dimensional topic is a key topic, while

value 0 represents the direct opposite of value 1. In

order to transform topic interest vectors into binary

vectors, two steps are taken as follows. Firstly, key

topics are selected from each interest vector. Secondly,

we change the component value of each key topic to 1,

and let the values of the other topics be 0. The first

step is done by transforming component values of each

user vector less than threshold γ to 0 and keeping the

component values if and only if they are not smaller

than γ. Note that the components of the users’ topic

vector have two features: 1) most of the components

have values less than 0.1; 2) only a few component val-

ues are larger than 0.1. Thus, we let the threshold γ

be 0.1 in our simulation. Accordingly, given W = (0,

0.21, 0.06, 0.30, 0.05, 0.11, 0.03, 0.02, 0.09, 0.13), W is

transformed to binary vector W ∗ = (0, 1, 0, 1, 0, 1, 0,

0, 0, 1) by taking these steps.

After mapping binary vectors into the hypercube,

a 10D binary cube is formed (binary T-space). More

specifically, at each dimension in the binary cube, users

are separated based on whether they have identical key

interest topics or not. Moreover, users with the same

key topics are mapped into the same vertex in the cube.

In this way, a general T-space is “compressed” into a

binary T-space, even though each topic may have many

different values. Unlike in general T-space, there is no

one-to-one correspondence between a micro-blog user

and a node in the binary cube. Fig.5 shows a concrete

4D binary cube constructed based on four different in-

terest topics. In Fig.5, we assume a group of users are

mapped into a total number of 16 nodes in the cube.

Node 0000 represents the set of users who are interested

in none of these four topics. If the other users have a

different topic value than node 0000 in the dimension,

the corresponding bit is set to 1. Note that in the binary

cube, two nodes are directly connected if they differ in

only one key topic.

5.2.2 Match Detection in Binary Cube

Match detection in the binary cube can be achieved

as follows. 1) We select the coordinate of the vertex

which the source user is mapped into. 2) We select the

coordinate of a vertex from the cube at a time. This

vertex must have users mapped into it. This is done
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till all the vertexes in the cube are chosen. 3) We com-

pute the bitwise AND operation of the two coordinate

values selected in 1) and 2). At last, we count the total

number of value 1 in the result. The more values of 1

in the final result, the higher the similarity level of the

users that the associated vertex represents.

User A

User B

User C0000 0100

0001

0011 0111

0101

0010
0110

1000 1100

11101010

1011

1001 1101

 

Fig.5. Binary hypercube with four topics.

For example, user B is mapped into node 1110 and

user C is mapped into node 0100 in Fig.5 respectively.

To recommend friends for user A (1100), we compute

the bitwise AND operation of values 1100 and 1110,

and get result 1100. Thus, user B is set to level 2 since

the number of value 1 in 1100 is 2. Similarly, user C

is set to similarity level 1 as a result. Thus, user B is

more interest relevant with user A than user C.

In the binary cube, since users with the same key

topics are mapped into the same node and users are

ranked based on the number of identical key interest

topics, user interest match in the structured binary T-

space is more efficient and accurate compared with that

in the general T-space.

5.3 Shortcut-Based Recommendation

We now consider a new issue of our interest recom-

mendation. It is obvious that there exist some inac-

tive micro-blog users who post messages and update

their micro-blog with a low frequency. For instance,

user i does not get used to using micro-blog. He/she

only logs in his/her micro-blog and posts a tweet once

a month. Thus, user topic interest vectors we gene-

rate in Section 4 may not precisely reflect the profile of

users. In [26], the authors depicted that a person’s in-

terest can impact his/her friends’ interest in the physi-

cal world, and vice versa. Zhang et al.[27] proposed

that offline friends usually have potential hobbies in

common. Therefore, in terms of a more precise interest

recommendation, we propose to use offline friendship

for more extensive user interest discovery.

Here, we propose the idea of shortcut. Traditiona-

lly, in the general T-space and the binary T-space, two

users are connected if they differ in one topic. When

two users are more than one topic distance away, there

will be no direct connection between them. Here, a

controlled jump to a micro-blog user that is more than

one topic distance away in the binary cube is allowed.

Such a controlled jump is called a shortcut. As illus-

trated in Fig.4, if users P0 and P18 are offline friends,

the path from P0 to P18 is then generated as a short-

cut. From Fig.6, we can consider a virtual directed line

with two nodes: A and B. A and B differ in dimensions

i, i + 1, . . . , j. When j = i + 1, it corresponds to a

regular directed line with A and B differing in exactly

one topic.

A B

i ji⇁

A B

Shortcut

Fig.6. Illustration of shortcut.

Intuitively, given the online friend information of a

micro-blog user, we can see that there are two kinds of

online follow relations for this user called two-way fol-

low (TR) and one-way follow (OR) respectively. The

two-way follow relationship means that on one side is

the user himself, on the other side is another micro-

blog user, and both are followers to each other. Table 1

investigates the data from 5 000 authorized real Sina

Weibo users from API of Sina micro-blogging service,

from which we observe: 1) most of the users have a

low ratio of two-way follow; 2) the two-way follow rela-

tion is basically between real life social circles such as

friends, classmates, and colleagues that have relatively

close relation. Hence, we choose to use the two-way

online follow relationship to generate shortcuts. More

specifically, if two users in a group maintain a two-way

online follow relationship, a virtual and regular directed

line is established between the nodes which these two

users are mapped into.

Assume there is a shortcut between user i and user j

in the binary T-space. In shortcut-based friend recom-

mendation, to recommend interest match users for user

i, we first find interest match users for user j by us-

ing match detection method we adopted in the binary
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cube. Then we just recommend these users to user i.

In this way, more individuals that have similar interest

with user i are found.

Table 1. Ratio of Users Having Two-Way Relation

Ratio=TR/ Number of Users Total Number

(TR+OR) in Each Type of Users

1 0 ∼ 29% Student: 1 024 3 159

Worker: 1 298

Resident: 837

2 30% ∼ 59% Student: 339 3 986

Worker: 246

Resident: 401

3 60% ∼ 100% Student: 137 3 855

Worker: 456

Resident: 262

6 Simulation

6.1 Data Collection

We collected data from Sina Weibo, the most popu-

lar micro-blogging service in China. Sina Weibo has

published its APIs since 2010 and these APIs allow us

to get all the tweets from a user’s different timelines.

Since our algorithm is location-based, we choose an or-

dinary urban area of Wuhou district in Chengdu, a city

of China, for realistic data collection. The extracted

real map of Wuhou district which covers 75.36 square

kilometres and has about 1 260 000 people in total is

shown in Fig.7. Many previous researches[28-29] vali-

dated that people have regular mobility, and two to four

main locations cover more than 70% of the overall daily

trips of a person. Thus, we select Sina Weibo users who

work, study or live in the Wuhou area as testing candi-

dates. Moreover, we obtained authorization from 5 000

real Sina Weibo users including 1 500 students, 2 000 of-

fice workers, and 1 500 residents in this area, who grant

us full access to all the authentication-protection user

data, including users’ follows, followers, tweets and lo-

cations. We crawl their tweets history and get 56 028

tweets written by these users from November 21, 2013

to May 22, 2014 through Sina Weibo’s APIs.

It is difficult to find the current GPS data from

users’ Weibo pages. However, Sina Weibo supports the

per-tweet geo-tagged function at present. Generally,

each posted tweet now is labeled with a geo-tag which

records the street, the district and the city where the

user stayed when posting the tweet. After sequencing

each user’s tweets in a time line order, we treat the

latest tweet’s geo-tag as his/her current location for

simplicity. If two users have the same latest geo-tags,

we assume they are within the same place. Since the

geo-tags have fixed errors, the following test is done to

investigate the errors of the geo-tags. We walked along

several urban streets and posted a tweet every 200 me-

tres. Table 2 records the testing results, from which we

discovered the average error between the geo-tag and

the owner’s actual location reaches about 122.14 me-

tres.

 

Fig.7. Simulation area.

Table 2. Geo-Tags Collection

Time Street Geo-Tag Deviation (m)

11 Stadium Road Stadium Road –

12 Stadium Road Stadium Road 050

13 Stadium Road Stadium Road 050

14 Jingu Street Stadium Road 010

15 Jingu Street Jingu Street –

16 Jingu Street Dajian Road 200

17 Jingu Street Jingu Street –

18 Yarun Road Jingu Street 200

19 Yarun Road Jingu Street 400

10 Yarun Road Jingu Street 600

11 Zijiang Road Nanhuan Road 200

12 Zijiang Road Zijiang Road –

6.2 Evaluation Metrics

We use the following metrics: precision (P ), average

precision at K (AP@K)[15] and average hit rate (AHR),

which are defined as:

P =
Nhit

m
,

AP@K =

∑K

i=1 P (i)

Nhit
,
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AHR =

∑U

u=1
Ntalk

Nhit

U
,

where m is the size of the recommendation list, Nhit

is the number of users who have similar interest with

the source user in the recommend list. P (i) means the

precision at cut-off i in the recommendation list. Ntalk

is the number of users who belong to Nhit and success-

fully established connections with the source user. U

is the total number of source users in our simulation.

Due to location restriction, only a limited number of

interest match users can be found and thus we set m as

5 in our simulation.

6.3 Comparison Algorithms

We compare Euclidean cube based recommendation

(Euclidean-R) and binary cube based recommendation

(binary-R) with the following algorithms.

• Random Recommendation (RR). In RR, users

are randomly chosen from candidates to generate the

recommendation list.

• Influence-Based Recommendation (INFR). In

INFR, we recommend candidates based on their social

influence, which is measured by the number of users’

followers. We try to recommend the most influential

users to a certain user.

• Content-Based Recommendation (CR). In CR, we

findm most similar items with a user’s latest tweet from

other users that locate in the same place with him/her

based on content similarity and recommend users by

combining the recommendation results from the simi-

lar items.

6.4 Algorithm Performance Evaluation

As shown in Table 3, binary-R and Euclidean-R sig-

nificantly improve the friend recommendation in all the

metrics. We draw the following conclusions from these

results.

Table 3. Result Comparison

Binary- Euclidean- CR (%) INFR (%) RR (%)

R (%) R (%)

P 58.2 37.50 24.4 3.43 0.81

AP@5 47.6 30.45 18.3 2.50 0.52

AHR 19.8 12.50 8.60 1.80 0.13

Note: P stands for precision.

First, RR shows the worst performance, which de-

notes randomly choosing some users to recommend has

little effect on improving social connection among users.

Second, the poor performance of INFR is because in-

fluential users may neither have similar profile with the

user nor share any social friendship relations with the

user. Moreover, recommendation notification messages

may be easily neglected by influential users because

they may receive a large number of recommendation

messages per day. Third, CR shows the best perfor-

mance in all of our comparison algorithms, owing to it

considering tweet content.

Finally, our binary-R outperforms all the other al-

gorithms. Compared with CR, it shows 34% increase

in precision, 26% increase in AP@5 and 11.2% increase

in AHR. This benefits from a careful design of user in-

terest model, a user interest match function based on

the feature of hypercube and the use of shortcut in po-

tential friend finding. Moreover, binary-R has better

performance than Euclidean-R. This is mainly because

the Euclidean T-space is a sparse cube. On the con-

trast, since users with the same key topics are mapped

into the same node in the binary cube, it is much easier

to find interest similar users. Moreover, the AHRs in all

the algorithms are low. This is reasonable and caused

by some actual reasons. For instance, some users are

not likely to talk with unknown people and thus friend

recommendation notifications are treated as advertis-

ing messages and ignored by those users or some peo-

ple may temporarily close friend recommendation noti-

fications due to security reasons. However, due to the

high friend recommendation precision of our algorithm,

once a user opens a notification message, he/she shows a

high probability of contacting with recommended users.

This further confirms the effectiveness of our algorithms

on boosting the social interaction among neighboring

micro-blog users.

6.5 Limited Recommended Users

We also test the performance of our algorithms when

setting the size of the recommend list as 1, 2, 3, 4

respectively. The experimental results are shown in

Figs.8(a) and 8(b).

When reducing the number of recommend users,

we can see that binary-R always has the best perfor-

mance compared with both Euclidean-R and CR al-

gorithms based on all metrics. Especially, when the

size of the recommend list is only 1, binary-R shows

a remarkable improvement on both precision and aver-

age hit ratio (AHR), which confirms that our binary-R

performs much better when only a few users are rec-
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ommended. Since the Euclidean cube is a sparse T-

space, Euclidean-R does not perform so well as binary-

R. However, Euclidean-R has better performance than

CR. The AHRs of all algorithms drop when recom-

mending fewer users, showing that establishing social

ties is a quite difficult task. Recommending only few

users will incur higher miss rate of notification mes-

sages, which leads the probability of establishing social

connections among unknown users (AHR) to decrease.
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Fig.8. Results with changing the number of recommended users.
(a) Precision. (b) AHR. (c) AHR vs the number of recommended
users.

We also note the AHR value decreases as the recom-

mended users increase in Fig.8(c). This is mainly due

to that the precision of recommendation decreases when

the number of recommended users increases. The un-

precise recommendation may be treated as an interrup-

tion and neglected by the user.

6.6 Feature Importance Evaluation

To learn how features used in our system contribute

to the user interest vector, we design this experiment to

learn how shortcut-based recommendation contributes

to the performance of our binary-R algorithm. The re-

sults are listed in Table 4.

Table 4. Effect of Shortcut-Based Recommendation

on the Performance of Binary-R

All (%) No Friendship (%)

Precision 58.2 56.92

AP@5 47.6 45.15

AHR 19.8 19.21

When eliminating friendship (shortcut), the three

metrics all decrease. Since there may exist no physi-

cal friend for a certain user or the number of physical

friends for the user is small in the group he/she stays

in, the three metrics only decrease slightly.

6.7 Relative Distance Evaluation

To the best of our knowledge, no previous stud-

ies have been done on the neighbor-based friend rec-

ommendation task. Thus, for simplicity, we assume

the latest tweet’s geo-tag of each user as his/her cur-

rent location. To further evaluate the effect of distance

parameter on the performance of recommendation, we

select users in the dataset who work in Baoli center

building as source users and assume they have the same

GPS values. Moreover, remaining users in the dataset

that meet the following conditions are chosen as recom-

mended candidates. First, they work, study or live in

the same street with the source users. Second, their

working, studying or living place reflected in the map

is within 300 meters from the location of the source

users. The experimental results with different distance

parameters are shown in Fig.9.

With the increment of the relative distance, we can

see both the precision and AP@5 increase. This is be-

cause more candidates take part in friend recommen-

dation. However, the AHRs change slightly as varying
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the relative distance. This is mainly because people

within a short relative distance know each other with a

high probability in the physical world. Thus, they like

to contact with each other. However, when increas-

ing the relative distance value, though more users are

recommended to the source users, the notification mes-

sages which recommend strangers may be ignored by

the source user. This will lead to a limited AHR value

when the relative distance is long.
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Fig.9. Relative distance to the recommend performance.

In short, all the experimental results may seem a

bit low, which is in accordance with our expectation.

The main reason is that both precise recommenda-

tion match among a certain number of people in real

world and attracting strangers to establish connections

are not easy jobs. However, by comparing our algo-

rithms with some traditional friend recommendation

algorithms, our binary-R algorithm performs well with

the remarkable improvement on all metrics.

7 Conclusions

In this paper, by combining users’ interest and users’

location, we proposed a neighbor-based friend recom-

mendation method, NBFR, which enables interest simi-

lar users to interact with one another in a dynamic,

ephemeral environment. To achieve this goal, we deeply

looked into tweets content to mine users’ interest on

one hand. On the other hand, we mapped the inte-

rest topics that we selected in distinguishing users into

the hypercube space. Matched users are detected and

ranked based on the inherent characteristic of the hy-

percube structure. NBFR can be added as a new func-

tion of micro-blogging systems to enhance their usabi-

lity in the future. Many future studies can be further

explored. For example, how to use short-range wireless

communication devices for precise neighbor definition

needs to be further discussed. It is also very necessary

to study the security problem caused by using NBFR.
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