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Abstract Semantic refinement of stakeholders’ requirements is a fundamental issue in requirements engineering. Facing
with the on-demand collaboration problem among the heterogeneous, autonomous, and dynamic service resources in the
Web, service requirements refinement becomes extremely important, and the key issue in service requirements refinement is
semantic interoperability aggregation. A method for creating connecting ontologies driven by requirement sign ontology is
proposed. Based on connecting ontologies, a method for semantic interoperability aggregation in requirements refinement
is proposed. In addition, we discover that the necessary condition for semantic interoperability is semantic similarity, and
the sufficient condition is the coverability of the agreed mediation ontology. Based on this viewpoint, a metric framework
for calculating semantic interoperability capability is proposed. This methodology can provide a semantic representation
mechanism for refining users’ requirements; meanwhile, since users’ requirements in the Web usually originate from different
domains, it can also provide semantic interoperability guidance for networked service discovery, and is an effective ap-
proach for the realization of on-demand service integration. The methodology will be beneficial in service-oriented software

engineering and cloud computing.

Keywords

1 Introduction

With the rapid development of Web service and
SaaS (Software as a Service), software engineering is
transforming into a discipline of software service en-
gineering in the network age. The “Service-Oriented
Requirements Engineering (SORE)” becomes a key re-
search topic in the user-centric on-demand service soft-
ware paradigm!!l, and is the research focus of “Service-
Oriented Software Engineering (SOSE)”.

Since Web service is becoming a new software
paradigm to realize requirements, it is necessary to con-
sider how services can affect requirements refinement,
the key among which is the interoperability problem
brought by the loosely coupled characteristic of ser-
vices. Ontology, as an explicit information modeling
method, can be viewed as a fundamental approach to
support semantic interoperability. In SORE, ontology
can be used as the semantic representation mechanism
of requirements, the semantic encapsulation mechanism
of services, as well as the modeling mechanism of do-
main assets. During the refinement process of service

connecting ontologies, requirements refinement, semantic interoperability aggregation

requirements, how to connect these different kinds of
ontologies and provide a unified semantic carrier for
service composition driven by requirements, are key is-
sues in SOSE.

To address these issues, we propose a semantic inter-
operability aggregation method for requirements refine-
ment based on connecting ontologies. This approach
provides a dynamic semantic representation mechanism
for domain-oriented and user requirements-dominated
service composition.

The research on connecting ontologies is receiving
much attention recently. The initial research on con-
necting ontologies usually focuses on how to generate
a collaborative ontology to cover the original heteroge-
neous ontologies. Karim et al. propose to use connect-
ing ontology as a mediator that does not cover the orig-
inal ontologies!?. Their research focuses on defining the
transformation rules, intermediate concepts between
original ontologies. Cregan et al. propose to implement
semantic interoperability by connecting ontologies, and
present an example of connecting ontologies on gene
domain®®. In our opinion, connecting ontologies are
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neither new ontologies which cover the original ontolo-
gies, nor mediator ontologies. Connecting ontologies
can be generated by matching semantically with exist-
ing ontologies based on users’ requirements, and loosely
coupled connecting these ontologies based on the con-
trol structure of users’ requirement sign ontology. It is
significant to investigate the theory and method of con-
necting ontologies for the research of domain-oriented
and service community-oriented networked software.
The rest of this paper is organized as follows. Section
2 introduces the refinement problem of service require-
ments, and discusses the role of semantic interoperabi-
lity in service requirements refinement. The measure-
ment framework and calculation methods are presented
in Section 3. Section 4 investigates the semantic inter-
operability in connecting ontologies. A case study is
presented to demonstrate the application of semantic
interoperability aggregation in Section 5. We conclude
our work with future research directions in Section 6.

2 Refinement of Service Requirements
2.1 Ontological Encapsulation of Services

With the development of service computing tech-
nology, thousands of Web services are disseminated
throughout the Web. Generally, these services are
structurally heterogeneous, non self-possession, and sig-
nificantly different in underlying implementation tech-
niques (e.g., programming languages, running environ-
ment). It is difficult to study the interaction and col-
laboration between them in the implementation level.

Considering the situation mentioned above, we in-
vestigate the issue of semantic interoperability aggrega-
tion of services based on the ontology and metamodel-
ing theory®. Focusing on the existing service descrip-
tion in WSDL, we provide the ontological encapsula-
tion (description) of services using MFI-7 (ISO/IEC
19763-7: Metamodel framework for service registra-
tion), which is in the working draft edition. The on-
tological description of services is composed of entity
concepts, operation concepts and the semantic relation-
ship between them. By semantically annotating the
business models and interfaces of services, the ontolog-
ical description of services can be generated.

The service ontology provides the capability for se-
mantically describing services’ behavior. This ontologi-
cal description of services makes a separation of the con-
cern between what and how services’ behavior can be
realized, supports the management and control of ser-
vices through the strategy and contract, and supports
communication through coarse-grained messages. Con-
sequently, the ontological description makes a service
not only a calculation entity, but also a logical entity.
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The ontological description of services can be used for
semantically classification, registration and publication
of heterogeneous services.

2.2 Service-Oriented Domain Assets Modeling

In the age of network, users’ requirements with the
characteristics of diversity and personalization bring
much challenge to software development. In order to
provide on-demand service for users timely, at a low
cost and with a reliable quality, it is necessary to de-
velop software services in a form of mass customization.
The basis of mass customization is to develop reusable
domain core assets by domain modeling. Faced with the
common domain requirements, we propose a domain
modeling method based on O-RGPS (Ontology based
Role-Goal-Process-Service) metamodell™»?, which can
be used to guide developing reusable domain assets (or
solutions) for domain requirements. Domain assets can
provide fundamental support for domain-oriented ser-
vice requirements refinement.

Domain Entity Domain Operation
Ontology Ontology

Domain Problem
Ontology

Role Model

Goal Model
Process Model

Service Model

Fig.1. Organizing domain assets based on DPO.

In O-RGPS domain modeling method, the first step
is to construct domain ontologies: domain entity onto-
logy that describes the entity concepts in a domain and
the relationships among these concept, domain opera-
tion ontology that describes the operation concepts in
a domain and the relationships among these concepts.
Based on domain ontologies, we can construct domain
models including role model, goal model, process model
and service model, and semantically annotate the infor-
mation in domain models. Then, domain models can
be classified according to specific domain problem, and
a corresponding domain problem ontology (DPO) can
be constructed (see Fig.1), so as to realize the classi-
fication and index of domain models based on DPO.
On one hand, DPO defines the relationship with the
domain ontologies. On the other hand, DPO can cover
the general information of RGPS domain models, so as
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to relate the domain ontologies with domain models,
and provide integrated solution for domain problems.
In this way, the domain assets can be modeled and
managed semantically in order to improve the reuse ef-
ficiency and quality of domain assets.

2.3 Refinement Process of Requirements

The purpose of service requirements refinement is to
select and compose appropriate services to satisfy users’
requirements based on users’ requirements elicitation.
The refinement process is described as follows:

A. Description of Service Requirements

To elicit users’ personalized requirements, we de-
fine a requirements description language SORL (Service
Oriented Requirements Language)[l] to elicit users’ re-
quirements. The users can propose their requirements
based on the language patterns defined in SORL. The
elicited requirements can be parsed by finite automata,
and initial requirements models can be created auto-
matically.

B. Matching Requirements Description Model with
Domain Models

Since users’ requirements tend to target specific
problems in a domain, it is needed to semantically
match users’ requirements into the domain problem on-
tology. Thus, requirement sign ontology (RSO), which
is an ontological description of user requirements, can
be generated by conducting the domain-oriented re-
quirements analysis. The matching result from the
users’ requirements to DPO is usually sub-ontology of
DPO, denoted as Og. There is a tightly coupled re-
lationship between Og and RSO. In service-oriented
software systems, users’ requirements are difficult to
be fully covered by a DPO due to the diversity and
personalization of users’ requirements. In such a situ-
ation, we have to discover service ontologies available

User’s
Requirements

Connecting
Ontologies (CO)

Requirements
Sign Ontology

Service
Ontology
in Other
Domain

Service
Ontology
in Other
Domain
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in the Web for these unmatched users’ requirements,
so that the service ontologies from other domains can
satisfy the semantics necessity of users’ requirements.
The matching results from the RSO to the service on-
tologies of other domains are also the sub-ontologies of
DPOs, denoted as O; (i = 1 ~ n), there is a loosely
coupled relationship between O; and RSO. In this way,
connecting ontologies (CO) consist of RSO, the domain-
oriented ontology Oy that is tightly coupled with RSO,
and service ontologies O; that are loosely coupled with
RSO (see Fig.2).

Then, we formally describe these three kinds of
ontologies: DPO, RSO, and CO. Generally spea-
king, ontology can be formally described as a 4-tuple
(C,R, A, )], where C' denotes a set of concepts, R
denotes a set of relations, A denotes a set of axioms,
and I denotes a set of instances. Since [ is optional in
the definition of ontology, and instances are not consi-
dered in domain modeling, so DPO can be described as
a 3-tuple (Cppo, Rppo, Appo), where Cppo denotes
the domain concept set, Rppo denotes the relation set
between the domain concepts, and Appo denotes the
axiom set among the domain concepts and relations.

RSO can be described as a 4-tuple (Crso, Rrso,
Arso, Irso), where Crso denotes the requirements
concept set, Rrso denotes the relation set between
the requirements concepts, Arso denotes the axiom
set among the requirements concepts and relations, and
Irso denotes the requirements instance set.

CO can be described as a 4-tuple (Cco, Rco,
Aco, ICQ), where Cco = Cgrso U (UiCDPOi); that
is, the union of the concept set in RSO and all re-
lated DPOs; Rco = Rrso U (U;Rppo,), that is, the
union of the relation set in RSO and all related DPO;
Aco = Arso U (U;Appo,), that is, the union of the
axiom set in RSO and all related DPO; Ico = Irso,
that is, the instance set of RSO.

Domain
Problem
Ontology

Service
Ontology
in Other
Domain

Fig.2. Generation of connecting ontologies.
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Fig.3. Requirements analysis and modeling based on CO.

C. Requirements Analysis Based on Domain Model

When the requirements are matched into DPO, the
role and goal information of users’ requirements can be
mapped to the goal models in the domain models based
on the relationship between DPO and corresponding
domain models. Then according to the goal decom-
position and restriction relationship defined in goal
model, the requirements model can be supplemented,
and the upper goal can be decomposed into operational
goals step by step. Furthermore, a composite process
chain can be generated based on the corresponding re-
lationship between the operational goal and the process
model.

D. Mapping Refined Requirements Model Into Ser-
vices

According to the processes in the process chain gene-
rated in Step C, corresponding services can be discov-
ered and selected. The CO serves as the common se-
mantic agreement during discovering and matching ser-
vices. Finally, based on the control structures defined in
the process chain, the selected service can be connected
and users’ requirements can be realized by invoking and
composing these services.

2.4 Role of Semantic Interoperability in
Requirements Refinement

It is obvious that the CO provides a unified seman-
tic representation mechanism for the development of
user-driven software services. The process of require-
ments refinement is composed of the phases of require-
ments analysis, service discovery, and service composi-
tion, where CO acts as the semantic reference, and en-
sures the consistency and completeness of requirements
refinement.

Generally, the domain-oriented RSO is also dyna-
mically evolved due to the diversity and dynamicity of
users’ requirements, so a single domain ontology cannot
fully cover RSO, which requires to match to services in
other domains dynamically in the Web. In one per-
spective, the factors of dynamic changes result in the
dynamicity of generated CO. As shown in Fig.3, the re-
quirements models are also dynamically evolved in the

model level; in the other perspective, the generated CO
always acts as the guidance and basis for requirements
evolution modeling in the dynamic evolution.

During the construction of the CO, it is necessary to
realize the semantic interoperability aggregation among
RSO and DPO together with the service ontologies in
other domains. Semantic interoperability aggregation
means the different kinds of ontologies can be connected
together so as to provide a unified semantic carrier for
the interoperation and aggregation of models. The key
issue for semantic interoperability aggregation is the
measurement of the semantic interoperability capabi-
lity.

3 Semantic Interoperability Capability and
Measurement

3.1 Semantic Interoperability Capability

Semantic interoperability depends on the system’s
application domain, and different application domains
have different semantic interoperability objectives. In
general, it refers to the capability that two software
modules or systems can exchange the data with precise
meaning, and the receiving party can accurately trans-
late or convert the information carried by the data, in-
cluding the knowledge, i.e., information and knowledge
that can be understood, and ultimately produce an ef-
fective collaborative results. The validity of the collabo-
rative results of the interoperability is determined and
negotiated by the two parties involved!™.

The capability of semantic interoperability of ser-
vices is essentially the capability of the interaction and
behavior collaboration between software services. The
levels of semantic interoperability are generally classi-
fied as follows!*:

1) Meaning Interoperability: also named as full se-
mantic interoperability. The software service entities
can fully share the same semantic agreement when the
meaning interoperability between software service on-
tologies is achievable. Namely, the two parties can real-
ize the ideal interaction and collaboration, and smooth
connection in the end.
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2) Partial Semantic Interoperability: the partial se-
mantic interoperability between software service enti-
ties refers to partial satisfaction of the semantic agree-
ment of shared ontologies. The degree of partial se-
mantic interoperability is normally represented by the
percentage of shared ontologies. 100% represents the
meaning interoperability, and lower percentage means
weaker semantic interoperability.

3) No Semantic Interoperability: it refers to the sit-
uation when the degree of partial semantic interoper-
ability is lower than certain threshold. For example,
the syntactic (or structural) interoperability belongs to
this type.

The research objective of SIM-TBASSC project
(Semantic Interoperability Measures: Template-Based
Assurance of Semantic Interoperability in Software
Composition)[s] is to discover appropriate mapping of
functions and data by evaluating the semantic inter-
operability of functions and data in software compo-
nents, and predict the performance of software compo-
sition. They introduce the concept of “semantic gauge”
to evaluate the matching degree of the functional se-
mantics and data semantics of software components.
The results of this project can help users select appro-
priate components composition solution based on the
measurement results, but it does not provide the level
classification for the semantic interoperability.

The partial semantic interoperability, as the intero-
perability capability that most systems have, has been a
hot research topic and focus. The SemanticHEALTH!!
project funded by Europe Union FP6 program classi-
fies the semantic interoperability in 4 levels and 3 di-
mensions in e-Health information system, in which the
second level is about partial semantic interoperability.

Compared to the SemanticHEALTH project, our
method is based on the CO, and investigates the par-
tial semantic interoperability aggregation between soft-
ware services. We also study the semantic distance and
threshold in partial semantic interoperability aggrega-
tion.

3.2 Capability Measurement of Semantic
Interoperability Between Ontologies

It is an unsolved issue on how to measure the capa-
bility of semantic interoperability between ontologies.
We argue that the capability measurement of seman-
tic interoperability is composed of two parts: seman-
tic similarity measurement of ontologies, which is the
basic capability for semantic interoperability; and ca-
pability measurement of semantic interoperability as a
sufficient capability, which is an agreement on seman-
tic interoperability capability between the two parties.
Based on the analysis above, we propose a measurement
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framework for the semantic interoperability capability
based on ontology (as shown in Fig.4).

Semantic
Interoperability Measurement
Capability Method Key Parameters

semantic similarity [ rity measurement- threshold
between service between

ontologies ontologies

v I

Sufficient capability:

Basic capability: Semantic simila- {Semantlc distance

Semantic distance
interval

fod Capabilit i
capability agreement megsurer%lent (For agreed ontologies)
for semantic intero- of semantic Coverage rate interval

perability between |y
two parties, calculate
the semantic intero-
perability capability
between ontologies

interoperability
between
ontologies

Coverage rate threshold
Average semantic
distance interval

Fig.4. Measurement framework for the semantic interoperability

capability based on ontology.

The detailed introduction of the measurement
framework and measurement solution is presented be-
low:

Step 1. Semantic Similarity Measurement Between
Ontologies

Semantic distance is a key method to calculate the
semantic similarity between ontologies. The shorter
the semantic distance, the higher degree the seman-
tic similarity. This subsection will present the calcula-
tion method of the semantic distance between ontolo-
gies based on the precision and recall rate, and another
semantic distance calculation method based on media-
tor ontologies.

1) Semantic Distance Calculation by Precision and
Recall Rate

The concepts of precision and recall rate originate
from the Information Retrieval (IR) theory!'?. In [11-
12], the authors employ the precision and recall rate
on quality evaluation of ontology mapping and match-
ing. Their work focuses on the quality evaluation of
the mappings between ontologies at the conceptual level
without considering the effect to the instance level. In
this part, we will present the semantic similarity and
distance measurement based on the ontology instance
level.

(a) Semantic Distance in Computational Linguistics

The concept of semantic distance originates from
computational linguistics!*®. In computational linguis-
tics, the concept of semantic relatedness involves two
lexemes in a lexical resource. Its inverse is the semantic
distance, which formalizes and quantifies the intuitive
notion of similarity and dissimilarity between two lexi-
cally expressed concepts. An extensive survey and clas-
sification of measures of semantic distance are presented
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in [14]. A domain model is composed of lexical concepts
and the relationships between them. Thus the similar-
ity and dissimilarity between models can be represented
by the aggregation of the similarity and dissimilarity
between their compositional concepts, i.e., the semantic
distance between concepts. Similarly, we try to define
the similarity between the ontological models based on
the similarity between the concepts.

(b) Semantic Distance Between Ontological Models

The concept mapping between ontological models
provides a theoretical base for ontology similarity. The
semantic distance between two models depends on two
parts mentioned as follows:

Semantic Difference of Concept Mapping: seman-
tic mapping is a basic method for calculating the se-
mantic distance. The definition of concept mapping
between ontologies has a direct impact on the preci-
sion of semantic distance calculation. There are dif-
ferent concepts mapping relationships being proposed.
The structural concept mapping proposed in this pa-
per is composed of several semantic mapping relation-
ships, e.g., FEquivalentClassOf, SubClassOf, AttributeOf,
PartOf, InstanceOf, NoMatchingPair, which can in-
crease the precision of semantic matching.

The semantic distance between two concepts can be
different with different mapping relationships. The se-
mantic distance between two concepts with Fquivalent-
ClassOf mapping relationship is shorter (more similar)
than those with SubClassOf mapping relationship.

Model Coverage Difference: due to the unavoidable
heterogeneity between different models, the model map-
ping cannot enforce that all the concepts can find their
counterparts in other models, i.e., the NoMatchingPair
mapping relationship, which increases the semantic dis-
tance (more dissimilar) between models.

These two kinds of difference can be both measured
by precision and recall rate.

(¢) Calculation of the Semantic Distance

The ontology similarity and matching activity can
be viewed as an information retrieval task['’! and the
matching quality can be quantified in terms of preci-
sion, recall, and the F-measure (the metrics for quanti-
fying integrated information retrieval quality).

The example below acts as the dataset for calculat-
ing precision and recall rate. Fig.5 illustrates the ontol-
ogy matching in the perspective of instance classifica-
tion based on concept mappings. The two bigger circles
x and y represent two concepts in different ontological
models, the small circles inside each concept circle rep-
resent the instances belonging to them, and the directed
arrow between the small circles are instance classifica-
tions. If concept x (e.g., Human) is SuperClassOf y
(e.g., Man), three instance classification scenarios may
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exist:

e an instance of concept x is classified correctly as an
instance of concept y, e.g., instance a (John is a human
and he is also a man);

e an instance of concept x is classified as instance
of concept y, but it is not a correct mapping, e.g., in-
stance b (Tom is a human, but he is not a man, he is a
boy). This instance classification is possible in practice
by an instance classifier since concepts man and boy are
similar;

e an instance of concept x cannot be classified as an
instance of concept y, e.g., instance ¢ (Mary is a human
but she is not a man, she is a woman).

Fig.5. Instance classification based on ontology matching.

Based on the instance classification scenarios, three
instance sets can be retrieved (see Fig.5) originating
from the IR theory for the calculation of precision and
recall rate:

e |z|: all instances to be classified in concept x re-
gardless whether they are classifiable or not, e.g., a, b,
¢ € |z|. Relevant data in IR theory;

e |y|: all instances classified to concept y regard-
less whether they are correctly classified or not, e.g., d,
e € |yl, retrieved data in IR theory;

e CCI,_.,: all correctly classified instances from
concept z to y, e.g., d € CCI,_,,, relevant retrieved
data in IR theory.

Then the precision (P) and recall (R) rate based on
concept mapping from x to y can be defined as follows:

relevant retrieved data  CCI,_,,

3

P, = ‘ _
Y retrieved data ly] (1)

relevant retrieved data  CCI,_,,

Ry .y = = ,
Y relevant data || 2)

The precision (MP) and recall (MR) rates of the
model mapping from S to T can be calculated based
on the aggregation of precision and recall rate for the
individual concept mappings. Some symbols for the
calculation of MP and MR are defined: x; denotes a
concept of model S, y; denotes a set of concepts of
model T due to multiple mapping relationships from z;
to y;, Wx, denotes the weight of concept x; in model S
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(i.e., the percentage of amount of instances in concept
x; denoted by |x;| in relation to the whole amount of
instances in model S denoted by |S|), and NoC(S) is a
function to get the number of concepts in model S. The
formulas for the calculation of MP and MR are defined
as follows:

||

W, = g (3)
NoC(S)
MPs_r = > (Poy, x Wa) (@i €S, yi CT),
-1 (4)
NoC(S)

MRs_.7 = Z (Rwlﬂyl X le)(l'l S S, Yy; C T).
i=1 (5)

F-measure (F'), the combination of precision and re-
call rate in IR theory, and its inverse semantic distance
(SD) are defined as follows:

2 X MPSHT X MRSHT

Fs_r = : 6

ST MPS—>T + MRS—>T ( )
1

SDg_,p = 7

§=T FS—>T ( )

We explain the meaning of these formula results
in the context of semantic similarity between ontology
models:

e P,_,, is the percentage of correctly classified in-
stances in concept x to all the classified instances in
concept y, and R,_,, is the percentage of correctly clas-
sified instances in concept z to all the instances of con-
cept x;

e MPg_ .7 is the percentage of correctly classified
instances in model S to all the classified instances in
model T, and MRg_,r is the percentage of correctly
classified instances in model S to all the instances of
model S;

e Fis_.p is a combined criterion to quantify the shar-
ing performance: the greater the F' value is, the more
similar the two models are, and vice versa;

e SDg_ .7 is the multiplicative inverse of F, the
greater the SD value is, the more dissimilar the two
models are, which matches the notion of semantic dis-
tance in computational linguistics.

2) Semantic Distance Calculation Method Based on
Mediator Ontologies

Most of semantic distance calculation methods!
calculate the semantic distance between the nodes
within the same ontology model. In this paragraph,
we present the semantic distance calculation method
based on mediator ontologies. First, O; and O, are the
semantic mapping results to the mediator ontology MO
by two interactive parties, i.e., the ontologies by correct

16]
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understanding of mediator ontology, then we can cal-
culate the semantic distance and similarity between O
and Os using the calculation methods presented above
for calculating precision and recall rate.

It reminds that it is necessary to set up the seman-
tic distance interval to address the practical problem
in semantic interoperability, i.e., SD € [1, K], in which
(K > 1) is the semantic distance threshold. The se-
mantic distance within this interval has certain degree
of semantic similarity, which can satisfy the basic con-
dition of semantic interoperability.

Step 2. Capability Measurement of Semantic Inter-
operability Between Ontologies

This step provides the method for calculating the
semantic Interoperability Capability (IC) between on-
tology models. The objects of this calculation is the
ontology models whose semantic distance got in Step 1
is within the semantic distance interval; and the condi-
tion of this calculation is that there is an agreement of
semantic interoperability between the ontology models
involved in semantic interoperability.

1) A Measurement Method Based on Percentage

This method calculates the semantic IC based on
the calculation of semantic distance between ontolo-
gies, and the coverage percentage of ontologies involved
with the interoperation parties to the agreed mediator
ontologies.

Measurement method based on the ontology weight
in mediator ontologies: define the weight “agreement”
of important sub-ontologies in the mediator ontologies
by ontology partition and weight method, and apply
the weighted percentage to measure the semantic IC.

2) A Measurement Method Based on Ontology Graph
Coverage

Besides the simple measurement method based
on percentage, we also present another measurement
method based on ontology graph overlapping coverage
and semantic depth to quantify the IC “agreement” be-
tween the two parties involved in semantic interopera-
tion.

The semantic depth of concept C' is denoted as
Depth(C'), which represents the semantic distance be-
tween concept C' and the top concept in the ontology
classification graph. O; and Oz are the semantic map-
ping results to the MO (equivalent to the semantic IC
“agreement”) by two interoperation parties. First, we
use the semantic distance calculation method based on
MO in Step 1 to check whether the O; and Os are qua-
lified to the basic condition of semantic interoperability.
The semantic mapping results to the MO by O; and
O, as the agreement of partial semantic interoperabil-
ity is denoted as O; N Oz, and then we can calculate
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the semantic IC between these two ontologies by (8):

it Depth(C;)
> j—1 Depth(Cy)’

In (8), C; (i =1 ~ m) denotes all the concepts in
01N Oz, and C; (j =1 ~ n) denotes all the concepts
in MO. Apparently the semantic IC calculated by (8)
represents the common understanding degree (seman-
tic depth) of two interoperation parties to the seman-
tic IC “agreement”. If the calculated semantic depth
is equal to the semantic depth of “agreed” ontology,
then it suggests that the two interoperation parties can
realize deep semantic interoperation, i.e., meaning in-
teroperability.

10 =

(8)

4 Semantic Interoperability Aggregation in
Connecting Ontologies

Based on the measurement of semantic interope-
rability capability, we discuss the semantic interoper-
ability of CO, which includes three aspects: 1) the se-
mantic matching between RSO and DPO, and between
RSO and other domain service ontologies; 2) the se-
mantic interoperability aggregation within the coupled
ontologies; 3) the behavior collaboration (meaning in-
teroperability aggregation) at CO level. These three
aspects are further discussed below.

Aspect 1: Semantic Matching

Semantic matching is a research issue on semantic
similarity for the realization of semantic substitution.
It is a simple semantic interoperability context. The
semantic similarity between models is a necessary (but
not sufficient) condition for the realization of semantic
interoperability. If the semantic similarity between two
models is low, it implies that the capability of exchang-
ing meaningful data (e.g., the information, knowledge
carried by the data) between two interoperation parties
is also quite weak, which consequently produces ineffec-
tive collaboration results.

The process of semantic matching between ontology
models is composed of the following steps: first, per-
form the semantic matching for all the concepts; second,
calculate the semantic matching capability between
ontology models. The detailed process is described as
follows: M7 and M denote the two ontology models to
be matched, and Cy and Cs are two concepts in My and
My respectively. The names of these two concepts are
strings S; and Ss. First, these two strings are processed
by lexical analysis in order to remove the meaningless
words (e.g., conjunctions, pronouns, interjections), and
retain the meaningful words. The lexical analysis re-
sults of S; and S are tuples, e.g., (S1u1, ..., S1wn) and
(Sow1s -« -y S2wm)- For each word Sy (i =1 ~ n), let
Saw; be the most similar word in Sy, which is calculated
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by looking up the words similarity table, and this table
is pre-constructed by domain experts based on Word-
Net. The similarity degree between Si.; and Say; is
denoted as matchScore(Siwi, S2w;), then the similar-
ity degree between Cy and Cy is matchScore(Cy,Cy) =
>, matchScore(Svwi, S2wj)/n, the average similarity
degree of all the words in S;.

In the next step, calculate the matching degree of
all the concepts, and select the concept C, which has
maximum matching degree, as the matching part from
C7 to Ms. Let s represent the threshold of match-
ing degree, if matchScore(Cy,Cy) > s, then (C1,Cy) €
Matched(M; N Ms). Matched(My N Ms) denotes the
matched concepts pair.

The matching rate of M; and M in the matching
process is defined as:

Num(Matched (M1 N M3))
Num(M;)

MatchRate(My, M) =
9)

where Num(Matched(M; N Ms)) represents the number
of matched concept mapping pairs between M; and Ma,
and Num(M;) represents the number of all the concepts
in Ml.

Aspect 2: Semantic Interoperability Aggregation in
Coupled Ontology O;

For the coupled sub-ontologies O; (i = 0 ~ n) in CO,
we focus on the semantic interoperability aggregation
of service ontologies annotated by O;. The interop-
erability capability agreement between services is the
semantic constraints to O;, namely the dynamic aggre-
gation should satisfy and cover O; at a semantic level.
The semantic interoperability aggregation is interoper-
ability semantic aggregation based on O; semantics be-
tween service ontologies, and the service composition is
the composition modeling of service models annotated
by service ontologies based on semantic interoperability
aggregation.

The semantic distance and similarity between mo-
dels are commonly used to measure the semantic
interoperability capability. However, as presented in
Section 3, the semantic distance and semantic similarity
are both used to address the issue of semantic similarity
between models. The semantic interoperability capabil-
ity relies on not only the semantic similarity between
models for interoperation, but also (more importantly)
the interoperability agreement between the models. As
a result, the interoperability agreement becomes essen-
tial criteria for measurement of semantic interoperabil-
ity capability. We can realize agreement-based mea-
surement of semantic interoperability capability, and
judge the semantic interoperability capability between
models.

It is necessary to include the behavior collaboration
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between several service models to satisfy the agree-
ment of semantic interoperability capability, and con-
sequently we regard this common “agreement” as
the standard for the semantic interoperability capa-
bility among multiple service models. The result of
interoperation between two models can only partially
cover the common “agreement”, which is called partial
semantic interoperability. The greater the “agreement”
coverage between two models, the stronger the seman-
tic interoperability capability between these two mod-
els. Obviously, the semantics of the multiple models is
needed to cover and satisfy the common “agreement”
for the realization of semantic aggregation, which we
called partial semantic interoperability aggregation.

The semantic interoperability capability of the cou-
pled sub-ontologoy O; (i = 0 ~ n) in CO refers to
the semantic interoperability capability between m ser-
vice models annotated by O;. Fig.6 shows the service
software encapsulated by ontology and metamodeling
techniques[3]. O; is the common agreement of seman-
tic interoperability between m services. The commonly
covered area (partial semantic interoperability) of O;,
and O, is the percentage (with weight) compared with
O,. For O;, the combination of partial semantic in-
teroperability capability (O;; ~ O;,,) of the m service
models should fully cover O;. The partial semantic in-
teroperability aggregation from multiple services to O;
can realize the agreed semantic interoperability capa-
bility of behavior collaboration.

For example, the ontology graphs of O;, and O,, are
totally overlapped with each other, namely the seman-
tic distance between them is 1. But the overlapped area
is only a small part of O;, hence the partial semantic
interoperability capability between them is very low.
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Fig.6. Partial semantic interoperability aggregation based on

coupled sub-ontologies O;.

The semantic distance and similarity between mo-
dels are necessary and fundamental methods for the
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measurement of semantic interoperability capability,
but they are not sufficient.

There are two key parameters in the process of min-
ing and selecting potential agreement for the realization
of semantic interoperability of O;:

1) Threshold of Semantic Distance K;

For the coupled ontology O;, it requests that two
service ontologies are similar semantically. The thresh-
old of semantic distance K; (K; > 1) needs to be set. If
the semantic distance of two service ontologies is within
the interval [0, K;], then it implies that these two ser-
vice ontologies satisfy the basic condition for semantic
interoperation, and can act as candidate services for
semantic interoperability aggregation.

2) Threshold of Semantic Interoperability Capability
IC gy,

For the candidate services for semantic interoper-
ability aggregation identified in 1), we should set the
threshold of semantic interoperability capability be-
tween two service ontologies ICk, (ICk, € [0,100%)])
based on the agreement of semantic interoperability ca-
pability, the quality of aggregation modeling and OoS
requirements (e.g., increasing the number of services in
aggregation will decrease the system quality), etc. If
the semantic interoperability capability of two service
ontologies is within the interval [ICg,,100%)], then it
implies that these two service are capable to realize the
agreement of O; semantic interoperability, and can be
the service participants of semantic interoperability ag-
gregation.

Aspect 3: Meaning Interoperability Aggregation at
CO Level

The meaning interoperability aggregation at the CO
level is based on the control structure in RSO, which
can realize the behavior collaboration between the cou-
pled O; by acquiring behavior of O; under the con-
straints of context and users preference. We consider
following factors in the meaning interoperability ag-
gregation of the CO level in order to improve the
QoE (Quality of Experience) of users, and simulate the
group behavior emergence in complex software systems:
the collaboration by users preference and context con-
straints; the intensity of interoperability aggregation
which denotes the degree of interoperability aggrega-
tion among the process units under different control
structures.

RSO can invoke and coordinate the behavior among
service ontologies O; (i = 0 ~ n) based on the control
structures in RSO. Different control structures result in
the difference in the intensity of interoperability colla-
boration. We consider several basic control structures:
sequence, choice, split-join, any-order, and loop. Se-
quence refers to the sequential execution of a series of
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collaboration units; choice refers to the selection of one
collaboration unit from a series of collaboration units;
split-join refers that a series of collaboration units ex-
ecute in parallel, and the control structure completes
when all the collaboration units complete; any-order
refers to a random execution sequence of a series of
collaboration units, in which all the collaboration units
will be executed in a none-parallel order; loop refers to
the repetitive execution of a collaboration unit when a
condition is hold. For these control structures, the ser-
vices collaboration by loop control structure requires
a restrictive condition dependency between services,
which has a highest intensity of interoperability collab-
oration; the services collaboration by sequence control
structure also requires data and condition dependen-
cies between services, which has a comparably higher
intensity of interoperability collaboration; the intensity
of interoperability collaboration for choice and split-join
control structure decreases in turns; the services collab-
oration by any-order control structure has no any data
and condition dependency between services, which has
the lowest intensity of interoperability collaboration.

We configure the intensity coefficient of semantic be-
havior collaboration by different control structures, and
classify the collaboration modules based on the inten-
sity. This step can assist the calculation of the intensity
value of semantic behavior collaboration in CO.

First, define the intensity coefficient of semantic be-
havior collaboration of different control structures.

Suppose that the intensity coefficient for the se-
quence control structure is 1, and then the intensity co-
efficient for the loop control structure is 2 since loop con-
trol structure is concerned with bidirectional condition
dependency, and sequence control structure is only re-
lated with unidirectional control and data dependency.
The intensity coefficients for the choice, split-join and
any order control structure are set to 0.5, 0.5 and 0.1
respectively.

Second, classify the collaboration modules based on
control structures. The classification criterion is that
there is only one type of control structure in a colla-
boration module. Then calculate the collaboration in-
tensity of collaboration units in collaboration modules,
in which one collaboration module can be an atomic
process or a compositional process. For an atomic pro-
cess, the collaboration intensity is 1; for a compositional
process, the collaboration module also includes control
structures and other collaboration units, then it is re-
garded as a collaboration module. The collaboration
intensity of this collaboration module should be calcu-
lated recursively.

The behavior (meaning) collaboration intensity
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value at CO level is:

Sco =S (10)
Si :piZSij (11)

in which, S; represents the COLLABORAtion inten-
sity of the ¢-th collaboration module, S;; represents the
collaboration intensity of the j-th collaboration unit in
the i-th collaboration module, p; represents the col-
laboration intensity coefficient of the i-th collaboration
module, which depends on the type of control structure
in this collaboration module.

5 Case Study

In our opinion, domain-orientation and user require-
ments domination are the basic guidelines in SORE.
The requirements engineering process is a user-centric
process, and is composed of several activities including
requirements elicitation, analysis, validation and mo-
deling based on domain knowledge. In this section, we
provide a simple requirements use case to show the se-
mantic interoperability aggregation in requirements re-
finement based on CO.

The user requirements described in the use case pre-
sented in this section is about the route planning from
the domain of urban transportation. The detailed in-
formation of this use case is described below: Smith
plans to watch the Olympic men’s football final match
at Olympic main stadium (the Bird Nest) in the noon
of 28rd, August. He needs to query the location of the
Bird Nest, and weather information of that day to de-
cide whether or not to take rain gear, reserve a place
at a western restaurant for the lunch, arrange the de-
parture time and an economic route to the Bird Nest
according to the match time and duration on the road,
and display the route notification in a short message by
mobile.

5.1 Prerequisites of Experiment

Two prerequisites should be met in order to use this
requirement use case to describe the dynamic construc-
tion of CO and semantic interoperability aggregation:

1) The development of core assets for the route plan-
ning problem from the domain of urban transportation.
The customized domain-oriented core assets in the
problem domain include: route planning DPO (as
shown in Fig.7), and corresponding services with se-
mantic annotation.

2) There are a large number of existing service on-
tologies, and service resources in the Web, e.g., service
ontology for scenic spots, service ontology for weather
forecast.
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Fig.7. Route planning DPO in transportation domain.

5.2 Construction of RSO

Construction of RSO can be achieved by the match-
ing to the route planning DPO from urban transporta-
tion domain based on the requirement use case de-
scribed above. The detailed steps are specified as fol-
lows.

1) Syntactic Analysis. First, perform the syntactic
analysis to the requirement, identify the entity concepts
(nouns) and operation concepts (verbs), and annotate
them (in this subsection, we use bold font to represent
the entity concept, and italic font for the operation con-
cept). “Smith plans to watch the Olympic men’s
football final match at Olympic main stadium
(the Bird Nest) in the noon of 23rd, August. He
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needs to query the location of the Bird Nest, and the
weather information of that day to decide whether
or not to take rain gear, reserve a place at a western
restaurant for the lunch, arrange the departure time
and an economic route to the Bird Nest according to
the match time and duration on the road, and
display the route notification in a short message by
mobile.”

2) Semantic Annotation and Matching. The DPO
of route planning problem from urban transportation
domain is employed to semantically match and anno-
tate the operation and entity concepts identified in the
requirement. For example, “Smith” is annotated as an
instance of “Person”, “the Bird Nest” is annotated as
an instance of “Stadium”. We can get a more under-
standable ontology model using domain ontology and
the matched core services based on this semantic anno-
tation.

3) RSO Refinement. Generally, only part of enti-
ties of the requirement can be matched to the problem
domain ontology. The system analyst needs to further
customize the use case using requirements elicitation
and analysis tools, and add the concepts and their as-
sociations, which are not matched in the previous step
(as shown in the dashed box in Fig.8), in order to con-
struct the RSO as shown at the bottom of Fig.8.

5.3 Dynamic Construction of CO Based on
RSO

CO is dynamically constructed by connecting the
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Fig.8. Dynamically generated CO based on RSO.
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sub-ontology Op of DPO and service ontologies O;
(t = 1 ~ n) in other domains and using RSO as
a core ontology. During the process of selecting O;
(i =1 ~ n), all matched concepts and their directly
related nodes are retrieved starting from the root node
in the ontology graph based on the concept of ontology
partition*”.

1) Tightly Coupled Connection Between RSO and
DPO

Since software requirements are usually domain-
oriented, thus the tightly coupled connection between
RSO and DPO can be predefined, as shown by the solid
arrow in Fig.8. In this route planning example, arrang-
ing and displaying route both can be matched directly
from the route planning DPO.

2) Loosely Coupled Connection Between RSO and
Service Ontologies in Other Domains

The part of RSO, which cannot be matched directly
by DPO (as shown by the dashed box in Fig.8), has a
loosely coupled connection to the service ontologies in
other domains, and this connection is a dynamic bind-
ing as shown by the dashed solid arrow. In this exam-
ple, the concept of querying stadium, querying weather,
reserving restaurant, and calculating departure time re-
quires the matching to the service ontologies in other
domains, such as service ontologies for weather forecast,
location service ontologies for scenic spots.

The objective of the connection between RSO and
the service ontologies in other domain is to get the be-
havior provided by the service composition of matched
service ontologies, for example, the behavior provided
by service ontologies for weather forecast, location ser-
vice ontologies for scenic spots. The compositional ser-
vice behavior of user requirement use case can be sat-
isfied by the dynamic construction of CO through the
RSO control structures.

5.4 Analysis of Semantic Interoperability
Aggregation in CO

We describe semantic interoperability aggregation in
this route planning example in three aspects.

Aspect 1: Semantic Matching Between Ontologies

First, perform the semantic matching for all the
structure concepts using the semantic association of
the structural concept mapping between ontologies pre-
sented in Aspect 1 of Section 4, and then calculate the
semantic matching capability between ontology models.

We use natural language to specify the requirements
in this example. The syntactic/semantic matching rate
is 30%, and the 30% matched elements act as a basis
for the construction of RSO. The syntactic/semantic
matching rate between the non-matched part in RSO
and the service ontologies for weather forecast is 40%.
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The syntactic/semantic matching rate between the non-
matched part in RSO and the location service ontolo-
gies for scenic spots is 15%. The syntactic/semantic
matching rate between the non-matched part in RSO
and the time service ontologies is 20%.

The semantic matching between ontology models is
a simple semantic interoperability context. It focuses
on the semantic similarity of two parties without the
agreement on the collaboration capability of both par-
ties. The semantic similarity is the basic condition for
the realization of semantic interoperability.

Aspect 2: Semantic Interoperability Aggregation in
Coupled Ontology O;

We focus on the partial semantic interoperability
aggregation between multiple service ontologies in the
coupled ontology O; of CO based on the semantic
matching of Aspect 1. The partial semantic interope-
rability aggregation is the key element for the dynamic
aggregation modeling of multiple service models anno-
tated by service ontologies.

@0‘“‘ @ DisplayRoutzByText

Service ]| Service 2 Service 3| Service 4|
Display Display Display Display
Route by Route by Route by Route by

SMS Audio Text Video

Fig.9. Partial semantic interoperability aggregation.

In this example as shown in Fig.9, we get the route
planning sub-ontologies, the semantic interoperability
aggregation between annotated service ontologies, and
aggregation between service models by semantic match-
ing in Aspect 1.

The upper of Fig.9 is the route planning sub-
ontologies by semantic matching, and bottom half of
Fig.9 is the service models annotated by these sub-
ontologies. The service models in the Fig.9 are the ser-
vice assets customized for the route planning problems
based on O-RGPSPl. We set K; = 3, ICi; = 55%.
Using the formulae for calculating semantic distance
and semantic interoperability capability defined in As-
pect 2 of Section 4, we can select the services whose
semantic distance between service ontologies is within
the interval [0, 3], and whose semantic interoperabil-
ity capability between service ontologies is within the
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interval [55%, 100%] among all the available services.
The resulting services are Display Route by SMS, Dis-
play Route by Audio, Display Route by Text, Display
Route by Video, the four services can participate the
semantic interoperability aggregation of the route plan-
ning sub-ontologies. In other words, the four services
can satisfy the semantic agreement of the route plan-
ning sub-ontologies, and can realize the capability of
semantic interoperability and aggregation service for
the requirements semantically represented by the route
planning sub-ontologies.

For other coupled ontologies O; (i = 1 ~ n) in
CO, we can also get partial semantic interoperabi-
lity aggregation. For example, the sub-ontology for
weather forecast O; is aggregated by the partial seman-
tic interoperability aggregation of four services (Query
Weather, Query Weather_Phenomena, Query Temper-
ature, Query Humidity); the sub-ontology for scenic
spots Oy is aggregated by the partial semantic interope-
rability aggregation of four services (Query Stadium,
Query Restaurant, Book Hotel, Query Restaurant); the
time sub-ontology Os is aggregated by the partial se-
mantic interoperability aggregation of three services
(Query Time, Query IntervalTime, Compute Interval-
Time).

- ‘f-"'""--._ - -

’

1115

Aspect 3: Meaning Interoperability Aggregation at
CO Level

Meaning interoperability aggregation at the CO level
is the behavior got from the coupled ontologies O;
(“query weather” ontology O1, “query stadium” and
“query restaurant” ontology Oz, “time’ ontology Os),
and the service aggregation in “route planning sub-
ontologies” Op as shown in Fig.10. These behaviors
construct the service behavior which satisfies the user
requirements based on the behavior (meaning) aggre-
gation of RSO at the CO level.

The RSO control structures for this use case is shown
in Fig.10: “query weather”, “query stadium”, “reserve
restaurant” are associated by control structure any-
order; and then they are sequentially connected with
“calculate departure time”, then sequentially connected
with “plan route”, and finally sequentially connected
with “display route”.

Then we can calculate the semantic behavior colla-
boration intensity of CO by (10) and (11). The RSO in
this example includes two types of control structures:
any-order and sequence. The process of the use case
is divided into two process modules by these two types
of control structures. The first process module is com-
posed of three process unites “query weather”, “query

Start
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Atomic Process
End

Ontology

Any Order

fAvk= )
P———
P T e P 2

B Searid Fucking by Tioe
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Fig.11. Snapshots of corresponding tools. (a) Snapshot of domain modeling tool. (b) Snapshot of requirements elicitation and analysis

tool.

(b)
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stadium” and “reserve restaurant” connected by any-
order control structure, and the three process unites
are all atomic processes, hence their collaboration in-
tensity value are all 1. The second process module is
composed of three process unites “calculate departure
time”, “plan route”, and “display route” connected by
sequence control structure, and the three process unites
are also atomic processes, hence their collaboration in-
tensity values are also 1. The semantic behavior collab-
oration intensity value of the CO, with which the RSO
is related, is: Sco = 0.1 x 34+ 1 x 3 =3.3.

In addition, we have developed corresponding tool-
kits to support service requirements refinement, includ-
ing ontology-based domain modeling tooll®!, service reg-
istration tool'®], and requirements elicitation and ana-
lysis tool'”). Figs.11(a) and 11(b) show the snapshots
of domain modeling tool and requirements elicitation
and analysis tool, respectively.

6 Conclusion and Future Work

This paper proposes a method of semantic interope-
rability aggregation for requirements refinement based
on interoperability method of connecting ontologies.
We present the method for creating requirements-
driven CO, which is the semantic guidance for the
dynamic construction of service-oriented software sys-
tems, and the semantic agreement for service seman-
tic interoperability. We also present a framework and
a calculation method for the measurement of seman-
tic interoperability capability. Finally, we discuss the
method and process for creating CO, and applications
of semantic interoperability aggregation based on CO
through a concrete case study.

We are in an age of collaborative software
engineering?%l. In this era, the interoperability the-
ory and method will be the core issue in the software
engineering research. With the rapid growth of large
software systems in scale and complexity in the net-
work environment, the self-organized behavior and the
interaction of software units become stronger and more
intensive. In our future work, we will further investi-
gate the theory of semantic interoperability aggregation
in the self-organization of networked software complex
systems, and the adjustment mechanism of semantic in-
teroperability aggregation; the theory and method for
stimulating or restraining the swarm behavior of soft-
All these researches will ultimately con-
tribute to the development of software engineering in
the network age.

ware units.
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