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Abstract  Online news articles, as a new format of press releases, have sprung up on the Internet. With its convenience
and recency, more and more people prefer to read news online instead of reading the paper-format press releases. However,
a gigantic amount of news events might be released at a rate of hundreds, even thousands per hour. A challenging problem
is how to efficiently select specific news articles from a large corpus of newly-published press releases to recommend to
individual readers, where the selected news items should match the reader’s reading preference as much as possible. This
issue refers to personalized news recommendation. Recently, personalized news recommendation has become a promising
research direction as the Internet provides fast access to real-time information from multiple sources around the world.
Existing personalized news recommendation systems strive to adapt their services to individual users by virtue of both user
and news content information. A variety of techniques have been proposed to tackle personalized news recommendation,
including content-based, collaborative filtering systems and hybrid versions of these two. In this paper, we provide a
comprehensive investigation of existing personalized news recommenders. We discuss several essential issues underlying the
problem of personalized news recommendation, and explore possible solutions for performance improvement. Further, we
provide an empirical study on a collection of news articles obtained from various news websites, and evaluate the effect of
different factors for personalized news recommendation. We hope our discussion and exploration would provide insights for
researchers who are interested in personalized news recommendation.
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collaborative filtering systems, and hybrid versions of
these two techniques. The content-based methods en-

1 Introduction

Web-based news reading services, such as Google
News and Yahoo! News, have become increasingly
prevalent as the Internet provides fast access to news
articles from various information sources around the
worldl. With the growth of a gigantic number of news
articles, a key issue of on-line news services is how to
help on-line readers find interesting articles that match
the readers’ preference as much as possible. This is the
problem of personalized news recommendation.

In general, given an on-line news reader, the reader’s
profile information is initially collected by news rec-
ommenders to describe his reading preference, and
then specific news articles are selected from newly-
published press releases to satisfy the reader’s reading
preference. Traditional approaches for addressing per-
sonalized news recommendation involve content-based,

able a recommender system to refine news articles by
simply matching the user’s reading preference, while
the collaborative filtering recommenders aim to analyze
reading histories of different users, and then recommend
news articles by making use of similar access patterns.
Also, hybrid approaches are proposed to alleviate the
weakness of individual methods by combining different
recommendation techniques!?.

Despite a few recent advances, personalized news
recommendation remains challenging for at least three
reasons. First, the large number of on-line news articles
require the scalability of news recommender systems;
second, it is not trivial to capture the exact reading
preference of individual users, since the user’s interest
evolves over time; third, the popularity and recency of
news articles change dramatically along with the time,
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which differentiates other news items, such as pro-
ducts and movies, rendering traditional recommenda-
tion methods ineffective.

In this paper, we provide a comprehensive investi-
gation of the core issues in building an effective per-
sonalized news recommender, e.g., how to handle large
numbers of news articles, how to effectively utilize
different information resources available in news ar-
ticles to construct users’ profiles, and how to select
and rank news items. In addition, an empirical study
is provided, where several existing news recommenda-
tion systems (e.g., content-based methods, collabora-
tive filtering-based methods and hybrid approaches),
along with some possible solutions to improving per-
sonalized news recommendation, are experimentally in-
vestigated, and different factors that might affect the
performance of personalized news recommendation are
examined. Also, some valuable empirical insights are
presented, which can be useful to researchers interested
in personalized news recommendation.

The rest of this paper is organized as follows. Sec-
tion 2 provides a brief review of prior work relevant
to personalized news recommendation. To clarify our
concerns in this paper, we discuss some core issues of
personalized news recommendation in Section 3. To
handle the large scale news recommendation problem,
several possible solutions are introduced in Section 4.
In Section 5 we examine different information resources
that can be utilized to build the user’s profile. Section 6
presents different strategies of selecting and arranging
news items. An empirical study is provided in Sec-
tion 7 to investigate the effect of different factors in
personalized news recommendation. Finally Section 8
concludes the paper.

2 A Review of Personalized News
Recommendation

Recently, recommending news articles based on the
user’s preference has attracted the attention of more
and more researchers. Several adaptive news recom-
mending systems, such as Google News and Yahoo!
News, provide personalized news recommendation ser-
vices for a substantial amount of on-line readers. From
the methodology perspective, the methods used in the
existing news recommendation systems can be broadly
categorized into three different groups: content-based
methods, collaborative filtering and hybrid approaches.

Content-Based Methods. The content-based ap-
proach has been applied to provide personalized selec-
tion of news articles in various forms("37]. In content-
based news recommendation systems, news content is
being considered when calculating pairwise similarities.
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Given a set of newly-published news articles and a
user with his/her reading history, content-based sys-
tems try to sequentially find articles with the content
of which matching the user’s reading history. Gene-
rally speaking, news content is often represented by us-
ing vector space model (e.g., Term Frequency-Inverse
Document Frequency (TF-IDF)Il), or topic distribu-
tions obtained by language models (e.g., Probabilistic
Latent Semantic Indexing (PLSI)!®! and Latent Dirich-
let Allocation (LDA)IY), and specific similarity mea-
surements are adopted to evaluate the relatedness be-
tween news articles. A representative example of such
systems involves News Dudel'!], a personal news reco-
mmending agent that utilizes TF-IDF combined with
the K-Nearest Neighbor algorithm to recommend news
items to individual users. Another content-based exam-
ple is YourNews!!2?| which intends to increase the trans-
parency of adapted news delivery by allowing the given
user to adapt his/her profile information. Content-
based recommender systems are easy to implement;
however, in some scenarios, simply representing the
user’s profile information by a bag of words is insuf-
ficient to capture the exact reading interest of the user.

Collaborative Filtering. Collaborative filtering sys-
tems make use of item ratings by users to provide rec-
ommendation services, and in general, they are content-
free. Particularly for personalized news recommenda-
tion, each news article is regarded as an item, and news
readers provide item ratings for each article. Here, item
ratings are typically binary; a click on a piece of news
corresponds to a “1” rating, which indicates that the
user is interested in the article, whereas a non-click
is represented as a “0” rating!'3l. In practice, most
collaborative filtering systems are constructed based
on users’ past rating behaviors, either using a group
of users “similar” to the given user to predict news
ratings!'* 1% or modeling users’ behaviors in a pro-
babilistic way['"19l. Collaborative filtering systems can
efficiently capture users’ behaviors in case where the
overlap in historical consumption across users is rela-
tively high and the content universe is almost static!20.
However, in many web-based scenarios, the content uni-
verse undergoes frequent changes, with content popu-
larity changing over time as welll?!l. Moreover, many
online users are likely to be entirely new with no histori-
cal consumption record, which is known as a cold-start
problem??. These issues render collaborative filtering
inefficient.

Hybrid Recommenders. As discussed above, content-
based and collaborative filtering systems can provide
meaningful recommendation but also have some disad-
vantages. To obtain more reasonable results, many re-
searchers investigate the feasibility of combining these
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two types of methods, and propose hybrid solutions
to personalized news recommendation. Representa-
tive examples include [2, 23], in which the inability of
the collaborative filtering to recommend news items is
commonly alleviated by using content-based filtering to
solve the cold-start problem.

In our previous work?¥, we proposed a scalable
two-stage personalized news recommendation approach
with a two-level representation, which is essentially a
hybrid recommender that incorporates content analysis
and collaborative filtering, and uses a novel selection
strategy to recommend news articles. In this paper,
we investigate a couple of key issues to be addressed
in personalized news recommendation, and provide a
systematic study of how distinct factors can influence
the recommendation result. In the following section,
we provide an in-depth discussion on the core issues in
personalized news recommendation.

3 Issues in Personalized News
Recommendation

In general, people prefer instance access to fresh
news events. Traditional paper-format releases cannot
fulfill such a requirement. An elegant solution is to re-
view news articles via the Internet. When surfing on
the Internet, a natural question that a user may face
is how to find interesting news events among a my-
riad amount of news articles. To address such an issue,
several popular web-based news reading services, such
as Google News and Yahoo! News, have emerged on
the Internet to provide news recommendation for many
online news readers. Typically, news reading services
retrieve news articles relevant to reading preferences of
individual users, and adapt their services based on the
change of the users’ reading interests by employing dif-
ferent recommendation approaches.

However, the exclusive properties of news articles,
e.g., unstructured format and short shelf lives, diffe-
rentiate news recommendation from the ones for other
types of Web objects, such as products, movies and peo-
ple. In the following, we list some unique characteristics
of news items.

e Large Volume. Different from other types of Web
objects, news articles tend to be in flood within a short
period of time, requiring much more computation for
recommendation.

o Unstructured Format. The unstructured format
of a news story is more difficult to analyze than other
objects with structured properties, e.g., products and
friends.

e Recency. News items typically have short shelf
lives. The majority of stories are consumed within 24
hours of release after which they are often “stale”. For
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instance, few sports fans will care about the boxing
scores of two days ago. In contrast, the shelf lives
of products and movies extend several months or even
years.

e Entity Preference. Most news articles describe the
occurring of specific events. Online news readers tend
to show more interests in the information of what hap-
pened, when it happened, where it was and who in-
volved, which are also called named entities.

o News Selection and Ranking. The interestedness
of news articles with respect to a user is regressive, i.e.,
after he/she clicks the first piece of news he/she is inte-
rested in, the interest value might decrease when he/she
clicks the second one or more. Therefore, the ranking
of news items recommended to the user deserves careful
consideration to maximize the satisfaction of the user.

With these special characteristics of news articles,
we summarize the issues of personalized news recom-
mendation as follows.

Scalability. The scalability of news recommenda-
tion requires elegant algorithms to efficiently deal with
large news corpus. Many strategies can be used to
address the scalability issue. For example, Locality
Sensitive Hashing (LSH)I?’! provides an efficient so-
lution to the near neighbor search in high dimen-
sional space by performing probabilistic dimension re-
duction. Map-Reducel®®! a programming model pro-
posed by Google, aims to support distributed comput-
ing on large datasets with clusters of computers, and
has been widely used in many data mining and ma-
chine learning tasks?7-29,

User Profiling. High-quality user profiles can pro-
vide thorough representation to describe the user’s
reading interest, and are very helpful to filter news arti-
cles with respect to a given user. Typically, elaborative
analysis on unstructured news articles is required for
user profiling, which aims to capture the user’s read-
ing preference. Particularly, online news readers have
special preferences for brief news representations, e.g.,
what happened, when it happened, where it happened
and who involved. User profiling might be facilitated
via in-depth analysis of such information.

News Selection and Ranking. Theoretical modeling
on news recommendation can provide solutions to the
problem of how to select news items that the user might
be interested in. Generally speaking, recommendation
models are generated based on both news articles and
the user’s profile, in a way that the personalization is
maximized. Further, some other properties, e.g., the
order of the recommended news list, the diversity of
the selected news items, are also important indicators
for an excellent news recommender.

Results Presentation. Elegant presentation of the
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recommended news articles can make online news rea-
ders more enjoyable when reading news articles. The
recommended news articles are usually presented as a
ranking list, with extracted snippets to briefly describe
news content. One research direction is how to make
the selected news items more diverse, so that people
can acquire more information with distinct topics. In
addition, the major idea of a news article may not be
precisely expressed by an extracted snippet. An alter-
native presentation of a single news item involves using
document summarization techniques!®® to create a con-
cise and informative summary. Further, visualization
techniques can also be employed to make the recom-
mended result more attractive.

In the following, we will delve into the landscape
of existing and possible news recommendation systems,
to explore how the first three issues are solved in diffe-
rent systems. In addition, we provide valuable insights
on different research directions of personalized news re-
commendation, which can be explored further in future.

4 Large Scale Handling

With the information explosion, it is urgent to deal
with large scale news recommendation since fast re-
sponse of news recommenders is required. To handle
this issue, a lot of research efforts have been made in
the last decade. In this section, we investigate some
existing approaches that can efficiently fulfill the large
scale news recommendations; besides, a possible solu-
tion based on clustering of news articles is discussed,
which might be competent to the large scale task.

4.1 Clustering on Users

A representative system that is capable of dealing
with the large scale recommendation is Google News,
a web-based news service that generates personalized
recommendations to a huge number of online users. In
order to handle the large scale problem, a collabora-
tive filtering method™®! is proposed by Google News, in
which the underlying relations among different users are
explored. Specifically, Minhash clustering technique is
first adopted to find users with similar access patterns,
and the relationship between users and items is then ex-
plored by modeling the joint distribution of users and
items as a mixture distribution using PLSI. The inte-
restedness of a news article with respect to a given user
is represented as a weighted combination of different
scores obtained from Minhash clustering and PLSI. And
news candidates are sequentially selected in the order
of the interestedness of news articles.

Google News tackles the large scale problem by us-
ing probabilistic approximation along with the Map-
Reduce framework. One disadvantage of this method
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is that it mainly depends on the log analysis of the
users’ access histories. Therefore, it may face the “cold
start” problem.

4.2 Clustering on News Articles

An alternative solution to large scale news re-
commendation involves applying existing techniques to
news content, but not to the users. In the domain of
news recommendation, news articles contain abundant
semantic information of the events they are reporting,
i.e., they may belong to different topic categories, which
deserves to be utilized for recommendation. In this sub-
section, we provide a preliminary study of how to em-
ploy techniques like LSH to generate an elegant repre-
sentation of the original news corpus, so that the recom-
mender systems can quickly navigate to the news items
that the user might be interested in. This approach can
be applied to most content-based news recommender
systems.

It is trivial to compute the feature spaces and com-
pare all pairs of articles in the set of hundreds of news
articles; however, such pairwise comparisons become
computationally expensive for a larger news corpus.
For instance, a news corpus with 100000 news items
requires ten billion pairwise comparisons. In reality,
news articles describing widely different stories do not
have enough distinguishable words in common, which
renders the feature space more sparse. Therefore, the
traditional pairwise comparison-based methods are in-
efficient for large news datasets.

| Locality Sensitive Hashing |
I

| Hierarchical Clustering |

Fig.1. Clustering on news articles.

To tackle this problem, LSH can be utilized to elimi-
nate unnecessary similarity computations between un-
related articles, and obtain a rough separation on the
original news corpus. After separating news corpus into
small groups, we can employ hierarchical clustering to
arrange these groups into intermediate clusters. The
original news corpus is then represented as a two-level
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news hierarchy, where the first level contains several
intermediate clusters, and the second level lists spe-
cific news articles within each cluster. With such rep-
resentation, one can quickly find specific news articles
by accessing the generated news hierarchy from top to
bottom. Fig.1 shows a brief framework of clustering on
news articles.

4.3 Discussion on Scalability Issue

Recall that the ultimate goal of news recommen-
dation is to provide news articles to individual users.
Users may be concerned about how interesting the re-
commended news articles are. By following the above
framework, we can choose different news articles that
reside in distinct intermediate news clusters by navi-
gating through the two-level news hierarchy. The re-
commended news items will carry diverse information
to broaden the user’s reading scope. From this perspec-
tive, clustering on news articles is more reasonable than
clustering on users in terms of digesting news content.

Clustering on news articles aims to separate the ori-
ginal news set into multiple clusters. “LSH + hierarchi-
cal” clustering can be used to fulfill this purpose: LSH
on news articles and hierarchical clustering on news
groups. Alternative ways of grouping news articles in-
volve the standard K-means and hierarchical clustering
directly on the original news corpus. However, these
two clustering techniques are not efficient when deal-
ing with large text corpus. Also, when recommending
news items, we cannot quickly find a small news group
that the user might be interested in by using these two
clustering techniques.

Further, we choose hierarchical clustering method to
separate news groups instead of using other clustering
approaches, like K-means. The intuitive reason of us-
ing hierarchical clustering is that hierarchical clustering
provides us an elegant global representation of the la-
tent structure of news corpus, which is helpful to the
subsequent procedures, e.g., selecting news articles to
recommend to individual users.

5 User Profiling

Personalized news recommendation starts with con-
structing a user’s profile by analyzing the reading his-
tory of the user. In general, there are several types of
resources available in the user’s reading history. Tradi-
tional explorations of user profiling ranged from ana-
lyzing news content to making use of similar access
patterns of different users. A comprehensive survey of
various user profile construction techniques is provided
in [31]. In the following, we discuss some general ap-
proaches to build users’ profiles, along with preliminary
attempts on the usage of different resources available in
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users’ reading histories.

5.1 Content-Based Profiling

In general, content-based profiling aims to build
users’ profiles by virtue of news content. News con-
tent can be represented by using either term weighting
methods or concept weighting approaches.

5.1.1 Term Weighting

A well-known term weighting method is TF-IDF
(term frequency-inverse document frequency)®. As
discussed in [12], before calculating the TF-IDF va-
lues, a sequence of preprocessing steps are executed,
including removing stop words, tokenizing, stemming
and so on. Then news articles that the user has read
in the past will be quantified as a term vector stored
in the user’s profile, where each entry is the TF-IDF
value of the corresponding term. For recommendation,
a natural way is to compute the pairwise similarities be-
tween the user’s profile and the newly-published news
items, by employing appropriate similarity measure-
ments, e.g., the cosine similarity®?. Then news arti-
cles are sequentially selected in the order of similarity
ranking. Term-weighting-based profiling is easy to un-
derstand and implement; however, the high dimension-
ality of the generated vector space renders personalized
news recommendation computationally intractable for
large scale news corpus.

5.1.2 Concept Weighting

In traditional forms of news content comparison, all
words contained in news articles are considered. In ad-
dition to this, there are no explicit relation between
different terms!®3!. For instance, it is difficult to deter-
mine the relation between Google and Yahoo! by using
term weighting. However, an online news reader who
is interested in news regarding his stocks in Google,
might also prefer to read news about Yahoo!, since it
is a competitor of Google. To handle the insufficiency
of term weighting, several researchers propose to adopt
the “ontology” to discover the implicit semantic rela-
tions between different terms, and then quantify each
article as a weighted concept vector, where the con-
cepts are derived from semantically related terms. For
example, [32] presents a semantic-based recommenda-
tion system, in which the user’s profile is represented
as weighted concept vectors, and several similarity mea-
surements are adopted to calculate the pairwise similar-
ities between articles. Obviously, the resulted concept
vector is with much smaller dimensionality than the
term weighting vector, and therefore the computation
of pairwise article similarities becomes less expensive.
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5.2 Collaborative-Based Profiling

In many real-world scenarios, online news readers
may exhibit similar reading preference. For users within
a social group, their reading behaviors can be easily in-
fluenced by their friends in an explicit way; compara-
tively, users who read similar news articles may com-
pose an implicit reading group, even if they do not know
each other, which means it is transparent to users. A
user’s profile information can be enriched by analyzing
other users’ reading preference similar to that of the
given user, which is essentially collaborative filtering
(CF).

When analyzing accessed news data, there are a
huge number of users that have frequent online reading
records. Some users may share similar access patterns
with other users. To discover such information, a na-
tural way is to employ clustering techniques on users.
Clustering users could reduce the data dimension and
may also benefit collaborative filtering in future. Since
we have the user profile, a user-category matrix could
be constructed. For example, each row of the matrix
is a user, and each column is a category, and the value
is the percentage of the information in the news arti-
cles, that the user has read, belonging to the category.
Once we have the matrix, clustering algorithms such
as K-means can be applied to obtain the user groups.
Another more comprehensive analysis on the user clus-
tering would be transferring information of news arti-
cles (e.g., the news category information) to help the
user grouping. If we have the user clusters, the near-
est neighbors of a user can be easily detected within
the cluster he/she belongs to, and therefore the user’s
profile can be represented as a group of users that have
similar access patterns with respect to the given user.

5.3 Entity-Based Profiling

Typically, in news articles, named entities include
information describing what happened, when the event
happened, where it happened, who were involved, and
so on. In general, named entities contain much more
semantic information and relations than simple terms.
News readers might have special preference for some
particular named entities contained in news articles.
For example, when an online news reader is reading
an article related to “Haiti Farthquake”, what the user
cares about may include when the earthquake hap-
pened, how many people were affected, but not detailed
descriptive snippets. Therefore, named entities are im-
portant when building users’ profiles to capture the ex-
act reading preference. However, little research efforts
have been made to explore the effect of using named
entities for personalized news recommendation.
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Similar to the content-based profiling, news articles
can be represented as an entity vector that describes
what entities are involved in the articles. Such a vec-
tor can also be treated as the user’s profile. To extract
named entities, some open source natural language pro-
cessing tools are available on the Internet. For exam-
ple, GATEP4 | a software package for text processing, is
capable of automatically identifying named entities in
texts by predefining a couple of entity rules. By default,
we can use the rules oriented from GATE. After entity
detection, each news article is associated with a list of
named entities along with their corresponding entity
types, and the user’s profile can then be represented as
an integrated entity vector by combining named entities
of accessed news articles.

5.4 Hybrid Profiling

An intuitive observation of user profiling is that if
the user’s profile contains more information, then it
is much closer to the user’s exact reading preference.
In other words, the weakness of individual recommen-
dation methods can be alleviated by combining them
together. To encapsule more information into users’
profiles, many researchers propose to combine different
kinds of resources that we introduced above, to gene-
rate hybrid solutions to user profiling. For example,
Burke? provides a comprehensive study that exam-
ines a large subset of the hybrid recommendation design
space. However, there is little effort that integrates the
entity-based method into the hybrid solutions. In the
experiment, we provide an empirical comparison be-
tween entity-involved methods and nonentity-involved
methods.

5.5 Users’ Interest Evolution

Another remarkable point in personalized news re-
commendation is the interest evolution of news readers.
Typically, the user’s reading preference changes over
time. By capturing the evolutionary interest trend of
users, we can easily reveal what is the concern of most
users, and how users are linked by real-time press re-
leases, which deserves to be explored in future research.

6 News Selection and Ranking

After obtaining the user’s profile, the subsequent
procedure is to select and rank news articles that match
the user’s reading preference as much as possible. In
regular, the user’s reading interest is covered in the
user’s profile, e.g., what topics that the user might
be interested in, who have the similar reading inte-
rests with the user, and what kinds of entities the
user might prefer. Given such information, traditional
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recommendation algorithms employ greedy algorithms
based on the pairwise similarity between the user’s pro-
file and the article being selected. However, due to the
special characteristics of news articles (e.g., the popu-
larity and recency), it is not trivial to come up with a
reasonable and preferable recommendation list.

6.1 News Selection

In most recommender systems, greedy algorithms
are adopted to recommend news articles to individual
users, assuming that news articles are independent each
other. However, in most scenarios, the intra relations
among different news articles render them dependent
in terms of news recommendation. For example, given
two news articles that talk about the actor cast of a
popular movie “Inception”, online news readers might
be likely to click only one of them, and discard another.
In addition, when the users are selecting news articles
to read, the interestedness of news articles with respect
to a user is regressive, i.e., users tend to read the most
interesting one first, and subsequently select the less
attractive ones. Therefore, a deep exploration of the
intra relations among different news articles might be
helpful to capture the user’s preference, thus provide
high-quality news recommendation results.

6.1.1 Bandit Modeling

Besides the general greedy algorithm, there are many
other ways to select news items, depending on how
to model the selection procedure. One possible solu-
tion to this issue is provided in [21], in which persona-
lized recommendation of news articles is modeled as a
contextual bandit problem, where a learning algorithm
sequentially selects articles to serve users based on
contextual information about users and articles, while
simultaneously adapting its article-selection strategy
based on user-click feedback to maximize total user
clicks. Essentially, their method tries to address the
issue of optimally balancing the two competing goals:
maximizing user satisfaction in the long run, and ga-
thering information about goodness of match between
user interests and content.

6.1.2 Submodularity Modeling

Another possible solution involves utilizing the
submodularity®® hidden in various news articles to
model personalized news recommendation problem. In
reality, some news articles concentrate on similar or
even the same topic, with minor difference on major
aspects of the corresponding topic. For example, given
a news group talking about the movie “Inception”, one
piece of news may focus on the actor cast of this movie,
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while another may describe the high-end techniques
used in this movie. Typically, a news reader is inter-
ested in some specific aspects of the given topic, but
not all of them. In addition, the interestedness of news
articles with respect to a specific user is regressive, i.e.,
the user always picks the most interesting article to
read. With such diminishing property, personalized
news recommendation can be modeled as a budgeted
maximum coverage problem%!, and be solved by em-
ploying greedy algorithms?4.

Furthermore, submodularity-based modeling can be
extended to different directions, but not restricted in
the previous discussion. In essence, submodularity aims
at modeling users’ reading behaviors in a premise that
a specific factor decreases when the user reads more
news articles. For example, such a factor can be the
reading time: 1) time spent on each successive arti-
cle in the same category/cluster is progressively lower,
and 2) the same article is read for longer time if it
appears earlier in the reading path for a user. There-
fore, submodularity-based modeling is more flexible and
effective when modeling user’s reading behaviors, and
consequently can provide a more reasonable reading list
of news articles for individual users.

6.1.3 Semi-Supervised Modeling

Most news recommender systems focus on analy-
zing the user’s reading history to get a general under-
standing of the user’s preference. In real-world applica-
tions, recommendation is usually fulfilled by unsuper-
vised methods, involving clustering, similarity match-
ing and so on. However, the natural property of news
articles that the user has read in the past provides valu-
able categorical information (read or not read by users),
which can be regarded as “labels” of news articles. A
click on a piece of news corresponds to a “read” label,
whereas a non-click is represented as a “noread” label.
Based on this observation, one can easily model per-
sonalized news recommendation as a semi-supervised
learning problem, i.e., to predict the labels of newly-
published news articles with respect to a given user,
and then choose the articles with the “read” label as the
recommendation result. This semi-supervised modeling
is also interesting in terms of news recommendation.

6.2 News Ranking

Recommendation modeling helps to select news ar-
ticles, but not ranking them. In fact, the ranking of the
recommended news items can be influenced by several
factors, such as the exclusive properties of news articles,
the reading preference of the given user, and even the
preference of other users who have similar access pat-
terns with the given user. These implicit factors should
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be considered when ranking news articles.

6.2.1 Property-Based Ranking

As discussed in Section 3, news stories are different
from other web objects, such as products and movies,
in terms of the popularity and the recency. In general,
these two characteristics are temporally in effect with
respect to news articles. When a news article is pub-
lished online, there might be a lot of news readers to
click it, rendering this article very popular; however, as
the time evolves, the interestedness in the news arti-
cle might decrease, since most online users have their
reading preference on newly-published press releases.
Therefore, when recommending news articles to indi-
vidual news, these two factors should be taken into con-
sideration, so that the resulting news list will capture
more instant news events as well as satisfy the user’s
reading preference.

6.2.2 Preference-Based Ranking

A user’s reading preference is an important factor
that describes what kind of news articles this user might
be interested in. With the outstanding progress of in-
formation diversity, most news readers are likely to read
press releases within different topic categories, such as
sports, movies, and so on. An elegant way to capture
the user’s preference for different topic categories is to
represent the user’s reading interest as a weighted dis-
tribution of different topics. Then based on the topic
distribution, we can rank the selected news articles by
following the order of the topics scores.

To get the topic distribution of the user’s reading
history, one can employ probabilistic language models,
such as PLSI®l and LDAMY. The PLSI model and the
LDA model are similar in terms of probabilistic lan-
guage models, except that in LDA the topic distribu-
tion is assumed to have a Dirichlet prior. Note that
the PLSI model is equivalent to the LDA model un-
der a uniform Dirichlet prior information, whereas the
LDA model is essentially the Bayesian version of the
PLSI model®”). Bayesian formulation tends to perform
better in small datasets because Bayesian methods can
avoid overfitting. In a very large dataset, the results are
probably the same. One difference is that PLSI uses
a variable d to represent a document in the training
set. As discussed in [10], when a model representing
a document has not been seen before, PLSI fixes the
probability of words under topics to be that learned
from the training set and uses the same Expectation-
Maximization (EM) algorithm to infer the topic distri-
bution under a document. Blei argues that this step is
cheating because the model is essentially refitted to the
new datall%.
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6.2.3 Group-Based Ranking

In reality, many online news readers may exhibit
similar reading preference. Recently, the tremendous
growth of online social network services greatly facil-
itates the collaboration, sharing, and other interac-
tions among on-line users. For users within a social
group, their reading behaviors can be easily influenced
by their friends in an explicit way; comparatively, users
who read similar news articles may compose an implicit
reading group, even if they do not know each other or
they do not realize this happens. Here, if a user reads
an articles, then we can regard it as a vote on this ar-
ticle. When recommending news items to a given user,
the ranking of the selected news pieces can be deter-
mined by the number of votes on these articles cast by
other users who have similar access patterns with the
given user.

7 An Experimental Study

In this section, we provide an empirical exploration
of the issues discussed above. We start with an intro-
duction to a real-world news collection obtained from
multiple news service websites. Then we design a set of
experiments to empirically evaluate how different fac-
tors affect the performance of personalized news recom-
menders, and shed light on potential research directions
for researchers interested in personalized news recom-
mendation.

Table 1. Statistical Description of News Dataset

Category No. Articles
Economy 18204
Entertainment 20460
Environment 4147
Health 5542
Law 11873
Politics 21240
Science 8815
Sports 9562
World 12537

7.1 Real World Dataset

For experiments, we used news articles along with
users’ access history from two popular news websites
(see details in [24]). Both websites contain multiple
news topic categories, such as sports, movies and poli-
tics. We used the news data for 9 categories on purpose,
where the data collection ranged from Aug. 15th, 2010
to Nov. 16th, 2010. For each news article, we queried
the online readers who had read it, and then recorded
readers’ information in an anonymous way. After ob-
taining the whole dataset, we preprocessed the data by
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removing news articles that were rarely accessed (i.e.,
the accessed frequency is less than 10 times per day)
and by storing users with frequent online reading be-
haviors (i.e., users who read news articles every day
and read more than 10 pieces of news each day). Af-
ter preprocessing, a total of 112380 news items were
stored, each day in average 1221 news articles, along
with 4630 users. A brief statistical description of the
news collection is presented in Table 1.

7.2 Clustering on News Articles

To validate the feasibility of LSH-based clustering,
we selected several time ranges with different intervals
and ran the clustering procedure on news articles from
these time ranges. For the purpose of comparison, we
also implemented the standard K-means® and hier-
archical clustering with average-link, to compare the
F-measure and the time cost. All the clustering algo-
rithms were implemented using Java and tested under
the same experimental environment. For K-means and
hierarchical clustering, we represented each news arti-
cle using vector space model, each entry of which was
denoted by TF-IDF value of the corresponding term.
In each time range, we executed different algorithms 10
times respectively, except hierarchical clustering, and
averaged the F-scores!®? as the final results. Note that
the number of clusters is set to be the number of cate-
gories we introduced in Subsection 7.1.

We used the standard F'1 measurel®?! to evaluate the
accuracy of clustering results. To evaluate the average
performance across multiple clusters with different car-
dinality, the micro-averaging F'1 and macro-averaging
F132] were adopted. The former gives equal weight to
every instance, and it tends to be dominated by large
size clusters; the latter assigns equal weight to each
cluster and it is influenced by clusters with a relatively
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small number of instances.

Table 2 lists the clustering evaluation results. Based
on the comparison, we observed that:

1) The “LSH + Hierarchical” clustering on news arti-
cles significantly outperforms the general K-means and
hierarchical clustering techniques in terms of accuracy
and efficiency. A straightforward explanation of the
accuracy increase is that we used shingles as the repre-
sentation of news articles. Shingling aims to separate
articles into shingles where the probability of any given
shingle appearing in any article is low. In this way, simi-
lar articles will have more shingles in common, whereas
dissimilar articles share few shingles.

2) The accuracy of K-means and hierarchical clus-
tering on news corpus decreases when the scalability of
the dataset enlarges.

Therefore, “LLSH 4 Hierarchical” clustering can be
a valid solution to addressing personalized recommen-
dation of large volume of news articles.

7.3 User Profiling

For user profiling, we tested the effect of each possi-
ble combination of the three factors (i.e., news content,
preferred entities and collaborative information) to the
recommendation results. Here we used a greedy algo-
rithm to select news articles similar to the user’s profile.
Specifically, we selected 100 users from the users’ pool,
randomly picked up 10 time ranges with 3-day interval
from our news dataset, and recommended news items
(top @10, @20 and @30) to these users based on diffe-
rent aspect combinations. For comparison, we com-
puted the averaged F-score of recommendation results
for the 100 selected users over 10 time ranges. Fig.2
depicts the result.

From the comparison, we observed that:

1) The hybrid approach that considers all the three
aspects always performs the best.

Table 2. “LSH + Hierarchical” Clustering vs Direct Clustering

Time No. K-Means Hierarchical (average-link) “LSH + Hierarchical”
Range Articles Micro-F1 Macro-F1 Time.Cost Micro-F1 Macro-F1 Time'Cost Micro-F1 Macro-F1 Time.Cost
(min) (min) (min)
08/15~08/16 2340 0.4530 0.3744 3 0.4398 0.3551 5 0.5016 0.4622 2
08/19~08/22 5572 0.4365 0.3653 5 0.4207 0.3506 9 0.4897 0.4406 4
08/23~08/31 10985 0.4227 0.3421 10 0.4156 0.3412 15 0.4902 0.4535 7
09/01~09/15 18841 0.3962 0.3302 21 0.3820 0.3409 25 0.4830 0.4480 10
09/01~09/30 35920 0.3783 0.3153 38 0.3777 0.3344 50 0.5128 0.4598 15
10/01~11/16 63659 0.3529 0.2976 59 0.3755 0.3220 78 0.5239 0.4679 25
08/15~11/16 112380 0.3217 0.2711 121 0.3622 0.3118 152 0.5093 0.4506 38
Average - 0.3945 0.3280 - 0.396 2 0.336 7 - 0.5015 0.4547 -

®In the experiment, the maximum number of iterations for K-means algorithm is set to be 100.
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Fig.2. Recommendation F-score of different combinations of pro-

file factors.

2) Recommendation purely based on one single as-
pect cannot achieve as good performance as the system
based on the combinations. The reason is straightfor-
ward: more intrinsic properties of news articles and
users’ profiles can be revealed as we take more aspects
into account.

3) Recommender systems with preferred named en-
tities involved perform better than the ones without
considering named entities. This observation verifies
our claim that news readers tend to show more interest
in simple but representative named entities contained
in news articles.

7.4 Feature Representation

In this subsection, we try to explore the feasibility
of using semi-supervised learning to recommend news
articles to individual users. Specifically, we generate
a sample dataset from the news collection by selecting
users who read 40~60 news articles in the past. Thus,
in this scenario, we do not consider users reading too
few and too many articles. The dataset contains 1589
users and 5953 articles with titles and story bodies.
Fig.3 shows the news reading account in this sample
dataset.

For each user we use the 1ibSVM classifie , & soft-
ware package that implements support vector machines
for classification problems, to predict the labels for the
articles. We use 70% of the article data for training
and 30% of them for testing. In practice, we have the
articles from two classes {read(1), not read(0)}, and we
randomly select 70% of the articles in each class and
combine them to obtain the training dataset. Similarly
we get the testing data. In this case, we avoid the si-
tuation of all the training (or testing) data belonging
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to only one class. Once we obtain the classification re-
sults, the articles with label “1” will be recommended
to the user.

300

250f 1

200} 1

1501

Reading Counts

100y

50

|
0

0 1000 2000 3000 4000 5000 6000
News ID

Fig.3. Statistics of the number of times that news articles have

been read.

In the experiment, we compared different feature
generation methods as follows.

e All: uses all the terms as the features;

e V1000: uses the top 1000 frequent terms as the
features;

e I'S100: uses a feature selection algorithm (maxi-
mal relevance and minimal redundancy)®?! to select the
top 100 features from the V1000;

e F'S50: similar to FS100, uses top 50 selected fea-
tures;

e F'S20: uses top 20 selected features.

Based on the characteristics of the data, two classes
are extremely unbalanced, e.g., only a few articles that
we need to recommend to users, and a large volume of
them are not in the recommendation list. Therefore, if
we evaluate the results using accuracy as in traditional
classification evaluation, in the extreme case, even if all
the news are labeled with “0”, the accuracy is still very
high. However, we care more about the articles with
the label “1”7. To handle this issue, precision and recall
for the class “1” are used as the evaluation metrics in
the experiments. The definitions of precision and recall
are as follows:

[{ history} N {recom}|

ST 1

precision Trecoml] , (1)

recall = [{ history} N {recom}| @)
[{ history}|

Table 3 shows the average results for all the users
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using SVM based on different feature sets. From the
results, we have the following observations.

Table 3. Results by Using Different Feature Sets

All V1000 FS100 FS50 FS20
Precision 61% 78% 79% 76% 83%
Recall 9% 21% 29% 29% 56%

e Precision scores are higher than recall scores be-
cause in many cases only a few articles are assigned to
the label “17.

o If we use all the terms in the articles as the fea-
tures, the results are very poor due to the sparseness
and noise in the data.

e Using frequent terms to build a vocabulary can
improve the performance of the classification.

e Feature selection methods do help the classifica-
tion because a more robust learning model can be built
based on relevant features.

e The number of selected features needs to be de-
cided, and in this case when we choose the top 20 fea-
tures, the result outperforms all the others.

Beyond this, we also compare the effect of using term
features and entity features. Fig.4 shows the recall
scores of four implemented methods: 1) classification
using top 500 frequent terms as features; 2) classifica-
tion for one cluster of users (clustering users into 10
groups using K-means on the user-articles matrix) us-
ing top 500 term features; 3) classification using top
500 frequent entities as features; 4) classification for
the same cluster of users (using the same clustering
method) using top 500 entity features.

= 500 Terms
=~ 500 Entities

-+~ 500 Terms + Clustering
-~ 500 Entities + Clustering

Recall

Users in Cluster 2

Fig.4. Recall scores for each user in one example cluster using
the four methods.

From the results, we have the following observations.
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1) Entity features outperform term features. This
is not surprising because entities extracted from texts
contain more semantic information and relations than
terms.

2) It is not fair to conclude that user clustering will
benefit recommendation using the recall scores for in-
dividual users, because in the clustering scenario, we
obtain more articles with the label “1” than in each
individual classification model for each user. However,
the recall scores for the whole group of users are 34%
and 45% using terms and entities, respectively. The
average recall scores returned from the individual mod-
els are 16% and 24% using terms and entities, respec-
tively. This means the model for the whole cluster of
users is better than the average models for the individ-
ual users in the cluster, and the reasons may lay on the
facts that the data are more balanced and the group of
users share some common interest so that the reading
patterns are easier to find.

8 Conclusion

In this paper, we provide a comprehensive inves-
tigation of existing and possible news recommenders,
and discuss some core issues in news recommendation.
Personalized news recommendation of large volume of
news articles needs to be addressed by employing effi-
cient processing techniques. Also, to better capture on-
line news readers’ exact reading preference, we explore
different user profiling approaches, and provide com-
prehensive comparisons from both the theoretical and
practical perspectives. Furthermore, several insightful
recommendation models, along with important ranking
factors, are discussed in this paper. We also provide an
empirical studies on a collection of news articles ob-
tained from various news websites. We hope our dis-
cussion would be helpful to researchers interested in
personalized news recommendation.
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