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Abstract Community structure is one of the most important properties in social networks, and community detection
has received an enormous amount of attention in recent years. In dynamic networks, the communities may evolve over time
so that pose more challenging tasks than in static ones. Community detection in dynamic networks is a problem which
can naturally be formulated with two contradictory objectives and consequently be solved by multiobjective optimization
algorithms. In this paper, a novel multiobjective immune algorithm is proposed to solve the community detection problem in
dynamic networks. It employs the framework of nondominated neighbor immune algorithm to simultaneously optimize the
modularity and normalized mutual information, which quantitatively measure the quality of the community partitions and
temporal cost, respectively. The problem-specific knowledge is incorporated in genetic operators and local search to improve
the effectiveness and efficiency of our method. Experimental studies based on four synthetic datasets and two real-world
social networks demonstrate that our algorithm can not only find community structure and capture community evolution

more accurately but also be more steadily than the state-of-the-art algorithms.
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1 Introduction

In recent years, the research on social networks is
becoming more and more important. Especially, their
time-evolving version, dynamic networks are attracting
increasing interest due to their great potential in cap-
turing natural and social phenomena over timel'l. As
an example, the evolution of informal groups within a
large organization can provide insight into the organi-
zation’s global decision-making behaviour.

Social networks are usually represented by graphs
where nodes represent individuals and edges repre-
sent relationships and interactions among individuals.
Based on this graph representation, there has been a
large body of work on analyzing communities in static
social networks, but only a few studies examined the dy-
namics of communities in evolving social networks. Pre-
vious studies usually adopt two-step approach where
first static analysis is applied to the snapshots of

community detection, community evolution, multiobjective optimization, evolutionary algorithm, social net-

the social network at different time steps, and then com-
munity evolution is introduced afterward to interpret
the change of communities over time[?. However, data
from real-world networks are ambiguous and subject to
noise. Under such scenarios, if an algorithm extracts
community structure for each time step independently
of other time steps, it often results in community struc-
ture with high temporal variation!®.

Some more recent studies attempted to unify the
processes of community extraction and evolution ex-
traction by using certain heuristics, such as regulariz-
ing temporal smoothness. This idea comes from a new
kind of clustering concept called evolutionary cluster-
ing which has been proposed to capture the evolutio-
nary process of clusters in temporal datal¥. This frame-
work assumes that the structure of clusters significantly
changing in a very short time is less desirable, and so it
tries to smooth out each community over time. Several
methods of finding communities and their evolutions in
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dynamic networks using this idea have been proposed
successively, which will be described in Section 2. These
methods try to maximize cluster accuracy, with respect
to incoming data of the current time step, and minimize
cluster drift from one time step to the successive one.
In order to optimize both these two competing objec-
tives, an input parameter that controls the preference
degree of a user towards either the snapshot cost or the
temporal cost is needed. In [5], Folino et al. formu-
lated the community detection in dynamic networks as
a multi-objective optimization problem to avoid fixing
the parameter in advance. They adopted a multiobjec-
tive genetic algorithm to optimize the two objectives
Community Score (CS) and Normalized Mutual Infor-
mation (NMI) simultaneously. Following this work, in
this paper, we introduce a novel multiobjective immune
algorithm with local search to solve the community de-
tection problem in dynamic networks. Experimental
studies on synthetic datasets and real-world datasets
demonstrate the effectiveness of our algorithm. Com-
pared to the state-of-the-art algorithms, our algorithm
can discover the community structure and their evolu-
tions more accurately.

The rest of the paper is organized as follows. Sec-
tion 2 describes related work. Section 3 describes the
formulation and the basic framework evolutionary clus-
tering. Section 4 describes the proposed multiobjective
community detection algorithm. Experimental studies
are presented in Section 5. The concluding remarks are
given in the last section.

2 Related Work

Detecting communities is becoming an important re-
search topic in social network analysis, web community
analysis, applied physics, computer vision, machine
learning, etc. In recent years, many effective static net-
work detection approaches have been proposed by re-
searchers successively. Girvan and Newman proposed a
divisive algorithm that uses edge betweenness as a met-
ric to identify the boundaries of communities!®7). The
algorithm is most popular and historically important.
However, the algorithm makes heavy demands on com-
putational resources, afterwards Newman proposed an-
other fast algorithm based on the greedy optimization
of the quantity known as modularity!®. Later, Duch
and Arenas proposed a new divisive algorithm that op-
timizes the modularity using a heuristic search based
on the Extremal Optimization (EO) algorithm[®l. And
other classic community detection algorithms based on
modularity can be found in [10]. The first algorithm
that finds both overlapping communities and the hie-
rarchical structure was proposed by Lancichinetti et
al.l Du et al. presented a faster algorithm ComTector
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which is more efficient for the community detection in
large complex networks based on the nature of overlap-
ping cliques('?.

Recently, finding communities and their evolutions
in dynamic networks has gained more and more atten-
tion. Kumar et al. studied the evolution of the blo-
gosphere as a graph in terms of the change of chara-
cteristics, the change of communities, as well as the
burstiness in blog community™?l. Leskovec et al. stu-
died the patterns of growth for graphs in various fields
and proposed generators that produce graphs exhibit-
ing the discovered patterns'. Palla et al. analyzed
a co-authorship network and a mobile phone network,
where both networks are dynamic, by using the clique
percolation method (CPM)['®. Asur et al. introduced
a family of events on both communities and individuals
to characterize evolution of communities!!?l, and so on.

There are some recent studies on evolutionary clus-
tering that are closely related to our work. Chakrabarti
et al. proposed the first evolutionary clustering method
as the problem of clustering data coming at different
time steps to produce a sequence of clusterings*. It
should take care of two potentially conflicting criteria:
the current clustering should reflect as accurately as
possible the data coming during the current time step;
at the same time, the clustering should not shift dra-
matically from one time step to the successive. This
framework assumes that the abrupt change of clus-
tering in a short time period is not desirable, thus it
smooths out each community over time by incorporat-
ing temporal smoothness at each time step. Based on
the idea of evolutionary clustering, Sarkar and Moore
proposed a dynamic method that embeds nodes into
latent spaces where the locations of the nodes at con-
secutive time steps are regularized so that dramatic
change is unlikely'”. Chi et al. proposed an evo-
lutionary version of the spectral clustering algorithm.
They used graph cut as a metric for measuring com-
munity structure and community evolution'8). Lin et
al. extended the graph-factorization clustering (GFC)
and proposed the FacetNet algorithm!®! for analyzing
dynamic communities. In their algorithm, an itera-
tive algorithm is guaranteed to converge to (local) op-
timal solutions by the monotonic decrease of the cost
function. Ahmed and Xing extended temporal dirich-
let process mixture model for clustering problem for
documents'. Tang et al. used joint matrix factoriza-
tion method to discover the community evolution2%.
Kim and Han proposed a particle-and-density based
evolutionary clustering method able to deal with a
variable number of communities between different time
steps. The method introduces the concept of nano-
community and l-clique-by-clique (I-KK) to discover a
variable number of communities that can evolve, form,
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and dissolvel21]

In fact, the detection of community structure with
temporal smoothness can be formulated as a multi-
objective optimization problem. The first objective
is the maximization of the community quality, which
measures how well the community structure found rep-
resents the network at the current time. The sec-
ond objective is the minimization of the temporal cost,
which measures the distance between two community
structures at consecutive time steps. Thus, Folino et
al. proposed a dynamic multiobjective genetic algo-
rithm (DYN-MOGA) to discover communities in dy-
namic networks by employing genetic algorithm. The
two objectives to be optimized are formulated as Com-
munity Score and NMI®). Another work is by Kim who
proposed adaptive integration of multiobjective evolu-
tionary algorithms based on NSGA-II particularly for
online social network clustering?2.

3 Formulation
3.1 Notation

The dynamic network G is defined as a sequence of
networks G¢(Vi, Ey), i.e., G = {G1,Ga,...,Gr}, where
V; is a set of objects, each v; € V; represents an indi-
vidual and each edge v;; € E; denotes the presence of
interactions between v; and v;. We use G in the graph
to represent the snapshot of the network N, at time
t. Let S; = {C},C?% ..., CF} denote the community
structure of the network N; at time ¢ where C} denotes
the i-th community at time ¢.

3.2 Evolutionary Clustering

In order to analyze communities and their evolutions
in a unified process, we use the community structure at
time t—1 to regularize the community structure at time
t. This framework is first proposed by Chakrabarti et
al. to cluster dynamic datal®. At each time step a new
clustering must be produced by simultaneously optimiz-
ing two conflicting criteria. The first is that the clus-
tering should reflect as accurately as possible the data
coming during the current time step. The second is
that each clustering should not shift dramatically from
one time step to the successive. In order to satisfy the
second condition, the temporal smoothness is defined to
smooth out each community over time. Thus the cost
function consisting of two parts is defined as follows:

Cost=axSC+(1—a)x TC, (1)

where, the snapshot cost SC measures how well a com-
munity structure S; represents the network at time
t. The temporal cost T'C measures how similar the
community structure Sy is with the previous community

structure S;_1. The parameter « is set by the user to
control the level of emphasis on each part of the total
cost. When a = 1, the framework returns the clustering
without temporal smoothing. When a = 0, however, it
produces the same clustering results with the previous
time step, i.e., Sy = Sy_1.

Because of the better efficiency of evolutionary clus-
tering, several representative frameworks for dynamic
community detection have adopted this concept, which
demonstrates it is very effective for community iden-
tification in dynamic social networks. Therefore, the
multiobjective community detection algorithm in dy-
namic social networks proposed in this paper also bor-
rows this idea. However, we try to optimize both the
snapshot cost and the temporal cost without the need
to fix the control parameter «, which will be described
in the following sections.

3.3 Multiobjective Optimization

Multiobjective optimization seeks to optimize a vec-
tor of functions,

F(z) = (fi(z), fa(®),..., fr(®)" (2)

subject to

T =(21,22,...,Tm) € 12,
where x is called the decision vector, and §2 is the fea-
sible region in decision space.

Considering a maximization problem for each objec-
tive, it is said that a decision vector &4 € {2 dominates
another vector xp € £2 (written as ¢4 > xp) if and
only if

Vi = 172,...71€ fl(wA) > fi(wg)/\
Hj:1,2,...,k fj(.’BA)>fj(mB). (3)

We say that a vector of decision variables * € §2 is
a Pareto-optimal solution or nondominated solution if
there does not exist another € 2 such that x > x*.
Then the Pareto-optimal set is defined as

P*2{z*c |-z € N,z - z*}.

So the Pareto-optimal set is the set of all Pareto-
optimal solutions. The corresponding image of the
Pareto-optimal set under the objective function space

{F(«") =
(fila®), fala™),..., fu(@™)) ™ € P*} (4)

[I>

PF*

is called the Pareto-optimal front. The aim of a
multiobjective optimization algorithm is to find a set
of Pareto-optimal solutions approximating the true
Pareto-optimal front.
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In the last few years, many efforts have been de-
voted to the application of evolutionary computation
to the development of multiobjective optimization al-
gorithms. So far, a variety of multiobjective optimiza-
tion algorithms have been proposed[24-28]. We also pro-
posed a multiobjective optimization algorithm, named
Nondominated Neighbor Immune Algorithm (NNIA) in
[29]. NNIA adopts a novel nondominated neighbor-
based selection technique, an immune inspired opera-
tor, two heuristic search operators, and elitism. It turns
out that NNIA is a very effective method for the mul-
tiobjective optimization problems by a mass of experi-
ments. Because of its good performance, the proposed
dynamic multiobjective community detection algorithm
is based on NNIA, which will be described in the next
section.

4 Proposed Community Detection
Algorithm Based on NNITA

4.1 Objective Functions

An important issue in community detection is how
to quantitatively measure the quality of the community
partitions. A quantitative definition, network modu-
larity, proposed by Grivan and Newman!”, has been
proved to be an effective objective function to detect
communities in recent studies. The modularity of a
partition of a network can be written as

S U (S DS

where the sum is over the m communities of the parti-
tion, 4 is the number of links inside the s-th community,
L is the total number of links in the network, and dg
is the total degree of the nodes in the s-th community.
The first term of the summand in (4) is the fraction
of edges inside a community, the second term is the
expected value of the fraction of edges that would be
in the network if edges fall at random without regard
to the community structure. If the number of within-
community edges is no better than random, we will get
@ = 0. While the value Q = 1, which is the maximum,
indicates a strong community structure obtained!”. As
described in Subsection 3.2, the cost function is com-
posed by the two competing objectives. The first ob-
jective is the snapshot cost which measures how well
a community structure S; represents the data at time
t. And modularity which not only maximizes the num-
ber of connections inside one community but also mini-
mizes the number of links between the communities is
the right objective function that we need.

The second objective function is the temporal cost
which measures how similar the community structure
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S; is with the previous community structure S;_1. Thus
we use NMI which estimates the similarity between two
communities as the second objective function to maxi-
mize. NMI is a similarity measure proved to be reliable
by Danon et al.[*%) Given two partitions A and B of a
network in communities, let C' be the confusion matrix
whose element C;; is the number of nodes of commu-
nity ¢ of the partition A that are also in the community
j of the partition B. NMI(A, B) is defined as

NMI(A, B) =
_22 ZCB Ci;log(C;jn/C; C ;)
>74 Cilog(Cifn) + 55 C jlog(C 5 /n) ()

where C4(C'p) is the number of groups in the parti-
tioning A(B), C;.(C ;) is the sum of the elements of C
in row ¢ (column j5), and n is the number of nodes. From
(5), we can know that if A = B, NMI(A, B) =1 and if
A and B are completely different, NMI(A, B) = 0. In
this study, these two objectives to be optimized should
be maximized simultaneously.

4.2 Representation

The locus-based adjacency representation (LAR)
proposed by Park and Song!®! is adopted in this study.
In this graph-based representation, an arbitrary indi-
vidual g in the population consists of n genes, in which
each gene corresponds to a node in the network and
n denotes the total number of nodes in this network.
And each gene ¢ can take an arbitrary allele value j
in the range {1,2,...,n}, which means a link between
nodes i and j existing in the corresponding graph G
of individual g. This also means nodes ¢ and j will be
in the same community in the network. In the decod-
ing step, it is necessary to identify all the components
of the corresponding graph. The nodes belonging to
the same component are assigned to the same commu-
nity. A main advantage of this representation is that
the number £k of clusters is automatically determined by
the number of components contained in an individual
and determined by the decoding step[®?!. In addition,
the decoding process can be done in a linear time as
shown in [33], which illustrates this encoding schema is
very effective for community detection. The LAR repre-
sentation and the corresponding encoded genotype are

shown in Fig.1.
Posmon ...E.
Genotype ....ﬂ.ﬂ

Fig.1. Illustration of the locus-based adjacency presentation.
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4.3 Population Initialization

If an individual is randomly generated, some compo-
nents in its corresponding graph G may be disconnected
in the original network N, which also means G may be
not a subgraph of N. Thus our initialization process
takes in account the effective connections of the nodes
in the network. For example, if an individual could
contain an allele value j in the i-th position, where ¢
must be one of neighbors of node 4, i.e., there is a link
between nodes 7 and j in its corresponding graph G.
So we can guarantee the generated individuals are safe
enough to avoid the meaningless divisions of the origi-
nal network.

Some special operators, such as proportional cloning,
uniform crossover and mutation used in our algorithm
will be described in detail in the following subsections.

4.4 Main Loop of the Proposed Algorithm

The main loop of the dynamic multiobjective com-
munity detection algorithm based on NNIA with local
search, termed as DYN-LSNNIA will be given in this
subsection. In order to solve the problem of commu-
nity detection in dynamic social networks, we should
deal with the network at the initial time step firstly.
Because there is no history information at time step 1,
that is to say the temporal cost is zero, the network
at time step 1 can be clustered without smoothing. So
it needs to optimize only the first objective function,
i.e., modularity, which is equivalent to the problem of
single multiobjective optimization. As far as we know,
GA-Net proposed by Pizzuti is an effective algorithm to
discover communities in social networks by employing
genetic algorithm[®?. Thus the new algorithm adopts
GA-Net to process the initial network at time step 1,
however, the objective function to be optimized is re-
placed by the modularity which is used in our algo-
rithm. The main framework of the algorithm is as fol-
lows.

Algorithm 1. DYN-LSNNIA

Input: T (number of the time steps), {G1, G2, ...
(sequence of dynamic network).

Output: {S1,S52,...,57} (sequence of community

structure found in the dynamic network).

Step 1: Generate the initial clustering S1 = {C’ll7 Cc?,
...,C¥} of the network G; with GA-Net. Set
ts = 1.

Step 2: If ts > T is satisfied, export the sequence of net-
work {S1,S2,...,S7r} as the output, stop; oth-
erwise, go to Step 3.

Step 3: Use the procedure of the revised NNIA adapted
for community detection to process the network
G5 at time step ts. During this procedure, select
the dominant population D; in each generation.

,Gr}

Step 4: Perform the local search on the selected indivi-
duals in D; to generate the new dominant popu-
lation D;. Update the dominant population with
D;. And then finish the other operations accord-
ing the steps of the revised NNIA.

Step 5: Select the solution on the Pareto front, which
has the maximum Community Score at the end
of time step ts. Decode the selected indi-
vidual to get the community structure Sis =
{CL,C%,...,CE} of the network Gis.

Step 6: ts = ts + 1, and then return to Step 2.

4.5 Proportional Cloning

In this study, the proportional cloning 7¢ on the
active population A = {ay,as,...,a 4} is defined as

TC (a1 +az + - +aa))
=T%a1) + T (az) + -+ T (a4))
={aj +ai+ - +al'Y+{ad+ai+ - +al}+ -+
{afa) +afa + -+ )} (7)
where

Ta;) = {a; +ai +---+af'},

al =a;, i=1,2,...,JA, j=1,2,...,q,
q; is a self-adaptive parameter. The representation +
is not the arithmetical operator, but only separates the
antibodies here. g; = 1 denotes that there is no cloning
on antibody a;. The individual with greater crowding-
distance value is reproduced more times, therefore, the
individual with greater crowding-distance value has a
larger ¢;. Because the crowding-distance values of
boundary solutions are positive infinity, before comput-
ing the value of g; for each active antibody, we set the
crowding-distance value of the boundary individuals (in
objective space) to be equal to the double value of the
maximum value of active antibodies except the boun-
dary individuals. Then the value of ¢; is calculated as

C(aivA)
: z';ihc(aj,A)W’

where ((a;, A) denotes the crowding-distance value of
the active antibodies a;, nc is an expectant value of
the size of the clone population.
Fig.2 illustrates the procedure of proportional
cloning. All the antibodies in subpopulation {a},a?,
..,al'} are the result of the cloning on antibody a;,
and have the same property as a;. In fact, cloning on
antibody a; is to make multiple identical copies of a;.
The aim is that the greater the crowding-distance value

of an individual, the more times the individual will be

(8)

qi = {ﬂc
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reproduced. So there exist more chances to search in
less-crowded regions of the trade-off front.

Fig.2. Illustration of the proportional cloning.

4.6 Uniform Crossover and Mutation

To guarantee the maintenance of the effective con-
nections of the nodes in the social network in the child
individual, we adopt the uniform crossover like other
community detection algorithms!®32 to replace the re-
combination in NNIA. Select two arbitrary safe parent
individuals, and then produce a random binary vector.
If the vector is 1 then select the genes from the first
parent, otherwise select the genes from the second par-
ent and combine the genes to form the child. Because of
the biased initialization, the child generated from the
two safe parents is guaranteed to be safe. That is to
say, if a gene ¢ contains a value j, then the edge (4, j)
exists.

In order to solve the problem of community detec-
tion using NNIA, the static hypermutation adopted in
NNTA is also replaced by mutation operation suited to
community detection. Thus we select the gene of the

Parentl 2 3 4 3 6 6 6
Parent2 4 3 2 1 6 5 5
Binary Vector 1 0 1 0 0 1 0
Offspring 2 3 4 1 6 7 5
Mutate Position t t

New Offspring 2 3 2 1 6 5 5

Parentl

Parent2

0
New Offspring e e
©

Fig.3. Illustration of the uniform crossover and mutation.

609 o0
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individual with a certain probability to mutate from
the child population. However, the possible value of
an allele must be one of the replaced gene’s neighbors,
which guarantees the mutated child is also safe as the
crossover operation. The uniform crossover and muta-
tion are shown in Fig.3.

4.7 Local Search Strategy

In the opinion of Guimera and Amaral, when solv-
ing community detection problems, it is an effective
method to generate a new candidate solution by contin-
uously executing the following three types of operations
on current candidate solution, which includes moving
single nodes from one community to another, merging
multi-communities and splitting single communities*4.
Crossover operator is regarded as a macroscopic ope-
ration on individuals, while the mutation operator is
regarded as a microcosmic operation on individuals.
Thus, if the crossover operator can achieve its global
search function by merging and splitting communities,
the mutation operator can achieve its local search func-
tion by moving single nodes between communities!3?].
Inspired by this idea, our local search algorithm is based
on the mutation operator. Because the local search
strategy requires a single objective function, a weighted
objective or a Tchebyscheff metric or any other metric
which will convert multiple objectives into a single ob-
jective can be used. In our study, we use a weighted
objective:

Pla) = Y wifi(a), ©)

where w1, wo are nonnegative weights for the two objec-
tives, fi(x) are the objective functions which described
in Subsection 4.1, the weights are calculated from the
obtained set of solutions in a special way. First, the
minimum f™" and maximum f®* value of each ob-
jective function f; are noted. Thereafter, for any solu-
tion x in the obtained set, the weight for each objective
function is calculated as follows[36!:

_ (falw) — fmimy (e piny
S (ful@) — fim)/(fimax — fminy’

where the division of the numerator with the denomina-
tor ensures that the calculated weights are normalized
or Y2 w; = 1.

However, in order to take advantage of the prior
knowledge about relations between nodes, the muta-
tion operator in the local search strategy is not ran-
domly, but influenced by the neighbor nodes. There is
an obvious intuition that the node will be in the same
community with most of its neighbors. In other words,

(10)

W;
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if most of a node’s neighbors are in the i-th commu-
nity, the node will be in the i-th community with a
larger probability. Therefore, in the mutation opera-
tion, we should find the labels of all the neighbors of
the mutated node, and record the node label which the
most neighbors owned. Then we randomly select one
from these neighbor nodes to replace the original node
which needs to mutate. It will not result in merging or
splitting communities when move this node from one
community to another. We will give the detailed pro-
cedure of the local search strategy in the following.

Algorithm 2. Local Search Procedure

Input: D; (population before local search at the t-th
generation),

S (size of dominant population),
K (number of neighbors).

Output: D; (improved population in the ¢-th genera-

tion).

Step 1: Set i =1, D; = @.

Step 2: If i > S, the algorithm terminates. Export D as
the new population. Otherwise, select the i-th
individual in Dy, set k = 1.

Step 3: If k > K, the search procedure stops for the i-
th individual, adds the current individual to D;.
Otherwise, go to Step 4;

Step 4: Assume the j-th gene need to do local search, at-
tain all the neighbors of node j, find the label of
community which most neighborhood nodes be-
longing to. And then select one from the nodes
to replace node j by the corresponding value.

Step 5: Calculate the value of objective function of the
new individual according to (10). If its value is
greater than that before local search, add the
new individual to Dj, go to Step 7. Otherwise,
go to Step 6.

Step 6: k =k + 1, go to Step 3.

Step 7: i =1+ 1, go to Step 2.

4.8 Solution Selection

Actually, the algorithm DYN-LSNNTA returns a set
of solutions at the end of each time step, which are
all contained on the Pareto front. Each of these solu-
tions corresponds to a different trade-off between the
two objectives and thus to diverse partitioning of the
network consisting of various number of clusters. The
problem is how to select one best solution which de-
notes the optimal partitioning of the current network
at each time step. A criterion should be established
to automatically select one solution with respect to an-
other. Unfortunately, there is still no effective selection
method in current literature so far.

In this study, we employ the community score in-
troduced in [32] that is proved very effective in detect-
ing communities as the selection rule. The community

score takes into account both the fraction of intercon-
nections among the nodes and the number of inter-
connections contained in the module. It is defined as
CS = Zle score(C;), where

Zi i

i,jEC

score(C;) =

here p; = ﬁ > jec A;; denotes the fraction of edges
connecting each node i of C to the nodes in the same
community C. The Community Score gives a global
measure of the network division in communities by
summing up the local score of each module found.
The larger Community Score indicates the community
structure is stronger. Thus the best solution we se-
lected has the maximum Community Score in the set
of solutions.

5 Experimental Study

In this section, we evaluate the effectiveness and ef-
ficiency of our algorithm on four synthetic datasets and
two real-world networks. The compared algorithms in-
clude DYN-MOGA which is the only dynamic multi-
objective community detection algorithm proposed by
Folino et al.l’! and the DYN-LSNNIA without the local
search strategy (termed as DYN-NNTIA).

The parameter settings are as follows. In DYN-
MOGA, crossover rate po = 0.8, mutation rate py; =
0.2, elite reproduction equals 10% of the population
size, and the selection strategy is roulette selection func-
tion. And the population size is 100, the number of
generation is 300. For DYN-NNTA and DYN-LSNNIA|
the maximum size of dominant population np = 100,
the maximum size of active population n4 = 20, and
the size of clone population nc = 100, the crossover
rate, mutation rate and the number of generation keep
the same as DYN-MOGA. We conduct all the experi-
ments on an Intel Core2 Duo 2.0 GHz PC with 1 GB of
main memory, running on Windows XP. In the follow-
ing experiments, the reported data are the statistical
results based on 30 independent runs on each dataset.

5.1 Experiments on Synthetic Datasets

We generate synthetic datasets by following the pro-
cedure suggested by Newman and Girvan!”. The data
consists of 128 nodes that belong to 4 communities with
32 nodes in each community. Edges are placed inde-
pendently and randomly between a pair of nodes, the
probability that a link exists between a pair of nodes
belonging to the same community is p;,; the probabi-
lity that a link exists between a pair of nodes belonging
to different communities is p,y:. The value of p;, and
Pout are chosen such that the average degree of each
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node is set to 16. In order to control the noise level in
the dynamic networks, a parameter z,,:, which repre-
sents the mean number of edges from a node to nodes
in other communities, is introduced to describe the syn-
thetic datasets. If we increase the value of z,,;, then
Pin becomes smaller, p,,¢ becomes larger, the network
will become more noisy in the sense that the commu-
nity structure becomes less obvious and hard to detect.
In this study, we generate the datasets under four diffe-
rent noise levels by setting 2z, = 3, 4, 5, 6. In or-
der to introduce dynamics into the network, we let the
community structure of the network evolve in the fol-
lowing way. At each time step after time step 1, we
randomly choose 10% of the nodes to leave their origi-
nal community and join the other three communities
at random. After the community memberships are de-
cided, links are generated by following the probabilities
Din and poy: as before. We generate the network with
community evolution in this way for 10 time steps.

Since we have the ground truth answer for commu-
nities and their memberships at each time step, we can
directly measure the accuracy of the clustering results.
We adopt NMI described in Subsection 4.1 to measure
the similarity between the true partitions and the de-
tected ones. In order to evaluate the results depend-
ably, we use the standard error of NMI at each time step
to describe the stability of the algorithms. The stan-
dard error of a statistic is the standard deviation of the
sampling distribution of that statistic. Standard errors
are important because they reflect how much sampling
fluctuation statistics will show. The inferential statis-
tics involved in the construction of confidence intervals
and significance testing are based on standard errors.
The standard error of a statistic depends on the sample
size. In general, the larger the sample size, the smaller
the standard error. In our experiments, the sample size
is 30.

Fig.4 shows the statistical average value of NMI with
respect to the ground truth over the 10 time steps when
Zout = 3. It can be seen that the average values of NMI
at each time step obtained by both DYN-LSNNIA and
DYN-NNTA equal 1, which illustrates these two algo-
rithms can detect the true community structure at each
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Fig.4. NMI when zyt = 3.
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time step. However, DYN-MOGA cannot always get
the value 1 at each time step. In addition, the stan-
dard error obtained by DYN-MOGA at each time step
is larger than those of both DYN-NNIA and DYN-
LSNNIA. It can be known that the results got by DYN-
MOGA are not steady enough compared to the other
two algorithms.

Fig.5 presents the community score obtained by
three algorithms at each time step. The larger com-
munity score is obtained, which indicates the corre-
sponding network is densely connected within each sub-
network. It can be seen that the community scores got
by these three algorithms at each time step are almost
the same, because the generated network can be de-
tected effortlessly when z,,; = 3.
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Fig.5. Community score when z,: = 3.

Figs. 6, 7, 8 illustrate the statistical average values of
NMI over the 10 networks for the 10 time steps, when
Zout = 4, 5, 6. It can be seen that the algorithm DYN-
LSNNIA can still achieve very high accuracy compared
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Fig.6. NMI when zqy: = 4.
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Fig.7. NMI when zqyt = 5.
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Fig.8. NMI when z,,t = 6.

to the other two algorithms when the noise level be-
comes high. However, it is worth to notice that the
value got by the three algorithms at time step 1 is basi-
cally equal. This is because that we use GA-Net to han-
dle with the initial network in these three algorithms.
Thus the results at time step 1 almost are the same.
The same phenomena can be seen in all these experi-
ments.

From Fig.6, we can see that only the DYN-LSNNTA
can find the true community structure, while the other
two algorithms fail. As can be seen from Figs. 6, 7 and
8, with the variation of noise level, the average value
of NMI becomes smaller, which demonstrates the net-
work becomes too complex to detect. Even so, our al-
gorithm DYN-LSNNIA can still get the better results
than the other algorithms. Moreover, the algorithm
DYN-LSNNIA is the most steady of all the three algo-
rithms, which can be seen from the standard error of
the NMI at each time step.
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Fig.9. Community score when z,,: = 4.
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Fig.10. Community score when 2yt = 5.

The community score obtained by the three algo-
rithms when z,,; = 4, 5, 6 are shown in Figs. 9, 10 and
11 respectively. We can find that the algorithm DYN-
LSNNIA still outperforms the other two algorithms.
That is to say, the solutions selected by our algorithm
denote the results approaching to the true community
structure.
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Fig.11. Community score when zyyt = 6.

5.2 Experiments on Real-World Datasets

In this subsection, we present experimental stu-
dies on two real-world datasets: the football dataset
(http://www.jhowell.net /cf/scores/scoresinde-x.htm)
and the VAST dataset (http://www.cs.umd.edu/hcil/
VAST challenge08/).

5.2.1 Football Dataset

The football dataset is the National Collegiate Ath-
letic Association (NCAA) Football Division 1-A sche-
dule data, which has been used by Newman[®l. The
NCAA divides 116 schools into 11 conferences. In ad-
dition, there are 4 independent schools: Army, Brigham
Young, Navy, and Notre Dame, where nodes represent
teams and edges represent the regular season games
between the two teams they connect. Each conference
contains around 8~12 teams. Games are more frequent
between members of the same conference than between
members of different conferences, with teams playing
an average of about 7 intraconference games and 4 in-
terconference games in each yearl®!. In our study, we
select the years 2005~2009 to evaluate our algorithm,
each year as one time step, where the number of con-
ferences is 12 and the number of teams is 120. Because
the community structure of the football data has been
known, we still adopt NMI to evaluate our algorithm
as before.

Fig.12 shows the statistical average value of NMI
with respect to the ground truth over the 5 time steps.
It also presents the better performance of our algorithm
compared to the other two algorithms. The average
value of NMI obtained by our algorithm is over 0.9
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at each time step except time step 1, which illustrates
our algorithm can discover the nearly true community
structure at each time step. The community scores ob-
tained by the three algorithms are shown in Fig.13.
From Figs. 12 and 13, we can see that the results got
by the three algorithms are becoming better gradually
over time except time step 3. Through our analysis,
this is because the regular season games between these
teams in 2007 are more frequent and irregular. How-
ever, this situation is improved from year 2008 to 2009,
the regular season games between members of the same
conference were arranged more. Thus, the community
structure found in these two time steps can be more
clear and accurate. In addition, we can also reach the
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Fig.12. NMI of the football dataset.
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similar conclusions as the synthetic datasets, the results
obtained by our algorithm are the most steady of all
three algorithms from the error bars shown in Figs. 12
and 13.

In order to analyze visually, we use Pajek software
to display the communities recognized by our algorithm
DYN-LSNNIA on the football data for the year 2009
shown in Fig.14. The small circles with the same color
denote the nodes in one community. We associated
12 distinct RGB colors with the 12 true communities
which the teams really belong to.

From Fig.14, we can see that our algorithm can be
able to recognize 11 different communities. Almost all
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teams are correctly grouped with the other teams in
their conference, which is an impossible mission for the
other two algorithms. Only several teams are mista-
kenly divided, which is shown in different colors in the
11 partitions. That is to say, only the conferences Big
12, MAC, MWC, Pac 12, and WAC have the incorrect
teams, which are not belonging to these conferences
originally. However, there are 4 independent teams
that do not belong to any conference. They tend to be
grouped with the conference with which they are most
closely associated. In short, our algorithm achieves the
best performance of all three algorithms.

5.2.2 VAST Dataset

The VAST dataset is a challenge task from IEEE
VAST 2008. However, our experiment is only based
on the VAST contest 2008 mini challenge 3, whose pri-
mary task is to characterize the Catalno/Vidro social
network based on the cell phone call data provided and
to characterize the temporal changes in the social struc-
ture over the 10-day period.

This dataset consists of information about 9 834 calls
between 400 cellphones over a 10-day period in June
2006 in the Isla Del Sueno. It includes records with
the following fields: identifier for caller, identifier for
receiver, time, duration and call origination cell tower.
In order to detect the communication patterns, we con-
struct call graphs based on the call records. A call
graph G is a pair (V, E), where V is a finite set of ver-
tices (mobile users), and E is a finite set of vertex-pairs
from V' (mobile calls). So if user u calls user v, then an
edge (u,v) is said to exist in E. We convert the input
social network and the corresponding dynamic graph G
into 10 different snapshot graphs.

Because we have no idea about the ground truth of
the cellphone network, we use the modularity to eva-
luate the network. If the modularity of the network
is larger than the other one, it indicates the network
connected strongly. We only discover the hidden com-
munity structure in the network with our algorithm.
Fig.15 shows the statistical average value of modularity
of Catalno/Vidro social network over 10 time steps. It
can be seen that our algorithm outperforms the other
two algorithms at each time step except time step 1.
Similar to the above results, the community structure
found by our algorithm are not only densely connected,
but also more steady at each time step. The commu-
nity score obtained by the three algorithms are shown
in Fig.16.

It is known that this is a challenge task from IEEE
VAST 2008. Thus this dataset has been analyzed by
many researchers. We have known that the structure
of the cellphone network changed drastically on the 8th
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day[8]. In other words, there is a significant variation
happened at the high-level leaders during this period.
We display the main structure of the cellphone network
at time step 7 in Fig.17 and time step 8 in Fig.18. From
these two figures, we find that node 200 is the main boss
while nodes 1, 2, 3, 5 are important nodes in the Cata-
lano hierarchy at time step 7. While at time step 8 the
nodes 300, 306, 309, 360, 397 emerge into prominence.
The community structure discovered by our algorithm
is consistent with the above analysis.

6 Concluding Remarks

In this paper, a novel multiobjective community de-
tection algorithm is proposed to discover communities
and capture community evolutions in dynamic social
networks. Experimental results on synthetic datasets
and real-world networks demonstrate that our algo-
rithm can obtain the better performance than the two
compared methods. It can achieve better accuracy in
community extraction and capture community evolu-
tion more faithfully. The results obtained by the algo-
rithm DYN-LSNNIA are not only more accurate, but
also more steady than the other two algorithms. How-
ever, the time-consuming problem should be dedicated
to in our future work. We will expand our algorithm
for processing the large-scale networks in real life.
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