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Abstract Event detection is one of the major applications of wireless sensor networks (WSNs). Most of existing medium
access control (MAC) protocols are mainly optimized for the situation under which an event only generates one packet on
a single sensor node. When an event generates multiple packets on a single node, the performance of these MAC protocols
degrades rapidly. In this paper, we present a new synchronous duty-cycle MAC protocol called SR-MAC for the event
detection applications in which multiple packets are generated on a single node. SR-MAC introduces a new scheduling
mechanism that reserves few time slots during the SLEEP period for the nodes to transmit multiple packets. By this
approach, SR-MAC can schedule multiple packets generated by an event on a single node to be forwarded over multiple
hops in one operational cycle without collision. We use event delivery latency (EDL) and event delivery ratio (EDR) to
measure the event detection capability of the SR-MAC protocol. Through detailed ns-2 simulation, the results show that
SR-MAC can achieve lower EDL, higher EDR and higher network throughput with guaranteed energy efficiency compared
with R-MAC, DW-MAC and PR-MAC.
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1 Introduction

With the development of wireless communication,
embedded computation and sensor technology, wireless
sensor networks (WSNs) are used widely in many ap-
plication areas including military, industry, agriculture
and environmental monitoring, and have been an ac-
tive research area in the past few years. In WSNs,
medium access control (MAC) protocols determine how
the wireless devices use the wireless channel and assign
the limited resource of wireless communication, and are
fundamental protocols and key techniques in WSNs.

In the wireless MAC protocols used by traditional
wireless ad hoc networks, such as IEEE 802.11[1], each
wireless device needs to listen to the wireless channel at
all time in order not to miss possible incoming packets,
even though when there is no communication on the
channel. We call this channel listening with no com-
munication as idle listening. Idle listening is the major
source of energy waste in wireless devices[2]. In WSNs,
sensor nodes commonly are powered by the battery
with finite capacity. Because of high density deploy-

ment and hostile deployment environment, it is infea-
sible to supply power by exchanging the battery. The
battery becomes the key resource in WSNs. Therefore,
traditional MAC protocols are not suitable for WSNs.

To reduce the energy consumption of idle listening,
some MAC protocols based on the use of duty-cycle[3-4]

have been presented for WSNs. In duty-cycle mecha-
nism, the state of nodes periodically switches between
active and sleeping. Nodes can transmit or receive pac-
kets in active state and shut down the radio completely
in sleeping state to save energy. The energy consump-
tion in sleeping state is ultra-low. Therefore, compared
with listening to the channel at all time in traditional
MAC protocols, MAC protocols based on duty-cycle for
WSNs can save energy significantly.

Duty-cycle mechanism can significantly reduce en-
ergy consumption of idle listening. However, when a
node wants to transmit data packets, its next hop node
may be in sleeping state, which results in that the pac-
kets cannot be forwarded immediately. This situation
will prolong packet delivery latency, called as sleep la-
tency. This sleep latency becomes more and more seri-
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ous with the path length increasing. For some real-time
applications, it cannot be tolerant. R-MAC[5], DW-
MAC[6] and PR-MAC[7] all adopt cross-layer optimiza-
tion to schedule packets to be forwarded over multiple
hops in one operation cycle, so that packet delivery la-
tency can be reduced. X-MAC[8] uses short strobed
preamble to reduce packet delivery latency, and RI-
MAC[9] and PW-MAC[10] adopt the receiver-initiated
mechanism to reduce this latency.

In WSNs, one of the major applications is event de-
tection. In many cases, such as videos, photos, and
audios, a node needs long message to describe the de-
tected event. Due to the unreliability of the wireless
channel, the long message has to be re-transmitted even
if only a few bits have been corrupted in the first trans-
mission. The re-transmission of the long message will
waste significant energy. Consequently, it is necessary
to fragment the long message into many independent
short packets when the node detects an event, and a
single node may generate multiple packets to describe
it after detecting an event. When an event generates
multiple packets on a single node, the node maybe has
to forward them during the multiple operational cycles
so that the performances of existing MAC protocols de-
grade rapidly.

In this paper, we present a new slot-reserved, syn-
chronous duty-cycle MAC protocol called SR-MAC
aiming at event detection in WSNs. In order to re-
duce packet delivery latency on the multi-hop path,
SR-MAC uses slot-reserved mechanism and cross-layer
optimization to schedule nodes to forward the packets
over the multi-hop path in the SLEEP period with-
out collision. Furthermore, by adopting multi-packet
transmission mechanism, SR-MAC schedules nodes to
forward multiple packets that are generated by an event
on a single node in one operational cycle. This can en-
hance the protocol’s performance significantly.

The contributions of this paper are as follows:
• The proposed SR-MAC introduces a new slot-

reserved mechanism to schedule the nodes to forward
packets in the SLEEP period without collision.
• To reduce event delivery latency and improve event

delivery ratio, SR-MAC schedules nodes to forward
multiple packets that are generated by an event on a
single node in one operational cycle.
• We evaluate SR-MAC’s performance through de-

tailed ns-2 simulation① and compare the results with
other synchronous duty-cycle MAC protocols.

The rest of this paper is organized as follows. Section
2 describes the related work on synchronous duty-cycle
MAC protocols for WSNs. Section 3 presents the de-
sign of SR-MAC, and Section 4 shows the performance

of SR-MAC through detailed ns-2 simulation and com-
pares it with R-MAC, PR-MAC and DW-MAC. Finally,
in Section 5, we draw conclusions.

2 Related Work

Contention-based duty-cycle MAC protocols can be
classified into two categories: synchronous and asyn-
chronous duty-cycle MAC protocols. Synchronous
duty-cycle MAC protocols, such as S-MAC, S-MAC-
AL[11], T-MAC[12], R-MAC, DW-MAC and PR-MAC,
need neighbor nodes to synchronize so that they can
converge the wakeup and the sleep time. All nodes
in synchronous duty-cycle MAC protocols wake up
simultaneously to communicate. In contrast, asyn-
chronous duty-cycle MAC protocols, such as B-MAC,
WiseMAC[13], X-MAC, RI-MAC and PW-MAC, do not
require any synchronization between neighbor nodes.
Each node in these protocols decides its wakeup and
sleeping time according to its own schedule. SR-MAC
presented in this paper is a synchronous duty-cycle
MAC protocol, so we only discuss synchronous MAC
protocols in this section.

S-MAC is one of the original synchronous duty-cycle
MAC protocols for WSNs. S-MAC divides the time into
operational cycles and each cycle is divided into three
periods: SYNC, DATA and SLEEP. Nodes in S-MAC
wake up at the start of the SYNC period and broadcast
special packets periodically to synchronize the clocks
with neighbor nodes. In the DATA period, the nodes
participating in communication exchange Request-to-
Send (RTS) and Clear-to-Send (CTS) frames and
switch into the low power SLEEP period after packet
transmission. The nodes having no pending packets di-
rectly sleep after the DATA period until the next SYNC
period. S-MAC only forwards packets over one hop in
one operational cycle and packet delivery latency on
multi-hop path increases significantly.

To reduce the packet delivery latency over multi-
hop delivery path, S-MAC is enhanced by introducing
adaptive listening, called as S-MAC-AL. With adaptive
listening, if a node overhears the communication from
other nodes (e.g., RTS or CTS) during the DATA pe-
riod, it wakes up for a short time when the overheard
communication finishes. If this node is exactly the next
hop node along the multi-hop path of packet delivery,
its upstream node can forward the packet to it rather
than wait for the DATA period in the next operational
cycle to initiate the forwarding. Fig.1 shows the exa-
mple of the operation of S-MAC-AL. Node A sends a
packet to node B that has a next hop node of C. Dur-
ing the DATA period, C overhears CTS that is from B
to A. C goes to sleep immediately at the beginning of

①http://www.isi.edu.nsnam/ns/, Feb. 2012.



Hong-Wei Tang et al.: SR-MAC: A Low Latency MAC Protocol for Multi-Packet Transmissions in WSNs 331

Fig.1. Overview of S-MAC and S-MAC-AL.

the SLEEP period. According to the information in
CTS overheard by C, it wakes up again to listen to the
channel after the acknowledgement (ACK) from B to
A. B can immediately forward the data packet (PKT)
to C at this cycle rather than waiting until the next
operational cycle. S-MAC-AL can deliver a packet up
to two hops per operational cycle at most. Though S-
MAC-AL can reduce packet delivery latency, all neigh-
bor nodes of B overhear CTS from B, so these nodes
have to wake up again when the communication be-
tween A and B finishes, even though they are not the
next hop node of the packet.

The duration of the DATA period is fixed in S-MAC
and S-MAC-AL protocols. Even though the nodes have
not any communication in current operational cycle,
they also have to listen to the channel until the start
of the SLEEP period. Because the nodes in WSNs
have no communication in most of time, idle listening of
the DATA period wastes abundant energy. This fixed
DATA period is not suitable for light traffic load. T-
MAC is primarily designed to shorten the DATA period
when no traffic is around the nodes, so that the nodes
without communication can preserve more energy. Its
principle is that nodes go to sleep if they cannot detect
any specified events in TA which is the minimum idle
listening time of nodes in a cycle. Although T-MAC
can preserve more energy than S-MAC under light traf-
fic load, it also only delivers a packet up to two hops
within one operational cycle and cannot further reduce
multi-hop delivery latency of the packet.

Some other approaches are proposed to reduce de-
liver latency. However, they make some specific as-
sumptions on the communication pattern. For example,
D-MAC[14] reduces data delivery latency only for data
gathering tree. Lu et al.[15] discussed how to minimize

end-to-end delivery latency for a tree or a ring net-
work. Keshavarzian et al.[16] analyzed latency for diffe-
rent wakeup patterns and proposed the multi-parent
technique to improve the protocol’s performance under
the assumption that nodes can have more than one sin-
gle parent.

R-MAC presents a different approach to reduce
packet delivery latency in multi-hop forwarding. R-
MAC uses cross-layer routing information to schedule
the nodes on the packet’s forwarding path to wake up
one by one to reduce packet delivery latency over multi-
hop delivery path. R-MAC can forward the packet
over more hops than S-MAC-AL and the nodes only on
the packet’s forward path will wake up in the SLEEP
period, so that R-MAC can achieve lower packet deli-
very latency and energy consumption compared with S-
MAC-AL. Fig.2 gives an overview of R-MAC. R-MAC
replaces RTS/CTS by the special pioneer frame, called
as PION. In an operational cycle, PION is forwarded
over multiple hops during the DATA period to inform
nodes B and C when to wake up to receive or transmit
the data packet during the SLEEP period. The process
of PION forwarding goes on till the DATA period is
over or PION arrives at the final destination node, so
maximum hop counts over which R-MAC can forward
a packet in one operational cycle is limited by the du-
ration of the DATA period. According to hop counts
carried in PION, nodes that are on the data forward-
ing path calculate their wakeup time during the SLEEP
period using (1):

Twakeup(i) = (i− 1)× (durDATA + SIFS+

durACK + SIFS ), (1)

where durDATA and durACK are the duration of the

Fig.2. Multiple hops forwarding of R-MAC. P: PION.
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data packet and the ACK frame transmissions respec-
tively, and SIFS is short inter-frame spacing.

Because the packet transmissions always begin at the
start of the SLEEP period, hidden terminal nodes that
have succeeded in contending the channel and sending
PION during the DATA period will cause data packet
collisions. The nodes have to re-transmit the collided
packets. These re-transmissions for collisions will result
in significant energy waste and prolong the packet deli-
very latency.

DW-MAC resolves the problem that hidden termi-
nal nodes collide when transmitting data packets in R-
MAC by using one-to-one mapping to schedule nodes
to wake up in the SLEEP period. Fig.3 describes the
scheduling approach in DW-MAC. According to (2),
based on when the nodes succeed in contending the
channel during the DATA period and the duration of
the SCH transmission, DW-MAC determines when the
nodes should wake up to communicate with their neigh-
bor nodes during the SLEEP period and how long they
can occupy the channel. In this example, node S wants
to transmit a data packet to node R. S first contends
for channel access and transmits an SCH during the
DATA period. Suppose transmission of the SCH starts
T1 time units after the beginning of the DATA period.
Based on T1 and the duration of the SCH transmis-
sion, T3, S and R will both schedule their wakeup time
to T2 from the beginning of the following SLEEP pe-
riod, and will agree on a maximum wakeup time du-
ration of T4, based on the ratio between TDATA and
TSLEEP, as shown in Fig.3. By one-to-one mapping
function, packet transmissions during the SLEEP pe-
riod in DW-MAC will not collide. In addition, DW-
MAC uses cross-layer routing information to schedule
the packet to forward over multi-hop path, so that it

can reduce packet delivery latency.

T2

T1
=

T4

T3
=

TSLEEP

TDATA
. (2)

DW-MAC resolves the problem that hidden terminal
nodes collide in R-MAC. However, in one operational
cycle, DW-MAC only schedules one packet to deliver
during the SLEEP period. If multiple packets are gene-
rated by an event on a single node, DW-MAC has to
schedule nodes to deliver multiple packets to the sink
node in a few operational cycles. This increases pac-
kets delivery latency. Fig.4 describes the procedure of
multi-packet transmissions in DW-MAC. Node S gene-
rates two packets for node R to describe the event when
it detects an event. S and R go to sleep after transmit-
ting the first packet in the first operational cycle, but
not keep transmitting packets in the queue. In the next
operational cycle, S transmits the second packet to R.
Therefore, S at least needs two cycles to send all pac-
kets of the event. The more packets are generated by
the event on S, the more cycles are needed by S to send
all packets. The multi-packet delivery latency is signifi-
cantly increased. In other words, R takes more time to
receive the event.

PR-MAC derives from R-MAC and enhances R-
MAC. In PR-MAC, multiple packets can be scheduled
to be forwarded in one operational cycle. But PR-MAC
also faces the same problem as R-MAC that hidden ter-
minal source nodes collide when they start transmitting
the packets at the beginning of the SLEEP period.

3 SR-MAC Design

In this section, we describe the design of SR-MAC
protocol in detail. Subsection 3.1 summarizes SR-MAC

Fig.3. Schedule of DW-MAC.

Fig.4. Multiple packets transmission in DW-MAC. H: SCH, A: ACK.
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protocol. Nodes scheduling based on slot-reserved is
presented in Subsection 3.2. Subsection 3.3 intro-
duces special slot-reserved frames and Subsection 3.4
describes multiple packets transmission in SR-MAC. Fi-
nally, in Subsection 3.5, we show an optimization for
packet multi-hop forwarding.

3.1 Overview

SR-MAC is a synchronous duty-cycle MAC proto-
col. In SR-MAC, each operation cycle is also divided
into three periods: SYNC, DATA and SLEEP period.
The duration of each period is denoted by TSYNC,
TDATA and TSLEEP respectively. Similar to existing syn-
chronous duty-cycle MAC protocols, SR-MAC must use
some synchronization mechanisms[17-18] to synchronize
the clock of neighbor nodes in the SYNC period.

Different from existing MAC protocols, SR-MAC
adopts a slot-reserved mechanism to schedule nodes
to wake up to communicate with their neighbor nodes
during the SLEEP period of an operation cycle. In
SR-MAC, the DATA and SLEEP periods are both di-
vided into slots. In the DATA period, a node that
wants to transmit data packets contends for the chan-
nel access using a CSMA/CA protocol described in
IEEE 802.11 specification. However, SR-MAC replaces
RTS/CTS with a special control frame, called as the
slot-reserved frame (SRF, described in Subsection 3.3).
In the SLEEP period, according to the slot in which the
node transmits the SRF, the neighbor nodes wake up
to communicate with each other in the corresponding
slot.

The advantages of SR-MAC protocol are as follows:
• SR-MAC replaces RTS/CTS with SRF. Based on

the slot in the DATA period occupied by SRF trans-
mission, the corresponding slot in the SLEEP period
is reserved for packets transmission. Only nodes that
participate in communication will wake up in the par-
ticular slots in the SLEEP period, which can reduce
energy waste because of non-communication nodes’ un-
necessary wakeup.
• Slot-reserved mechanism guarantees that packet

transmissions do not collide during the SLEEP period.
• When an event generates multiple packets on a

single node, SR-MAC can reserve multiple slots of the
SLEEP period in one operational cycle for packets
transmission to reduce multi-packet delivery latency.

3.2 Slot-Reserved Mechanism

In this subsection, we discuss how to reserve the slot
when one packet is only generated by an event on a
single node. Subsection 3.4 will detail the situation of
multiple packets generated by an event.

In SR-MAC, we divide the DATA period into M

slots, called as data slots. In order to ensure that there
is only one node can transmit its SRF within the nodes
in its interference range, we must be careful to choose
the duration of the data slot. The duration of each data
slot is shown in (3), where durCtrl presents the dura-
tion of an SRF transmission. Especially, the value of
M must satisfy that (M × durDataSlot 6 TDATA).

durDataSlot = durCtrl . (3)

In SR-MAC, the SLEEP period is also divided into
M slots, called as sleep slots, and the duration of each
sleep slot is shown as (4):

durSleepSlot = TSLEEP/M. (4)

Algorithm 1. Slot-Reserved Algorithm in SR-MAC

The DATA and SLEEP periods are both divided into
M slots. The nodes with pending packets contend the
channel access during the DATA period. Assumed that
the time of succeeding in contending the channel for the
sender S is TIME NOW, then S begins to transmit its
SRF to the receiver R:

1) The sender S calculates the number of data
slots based on the time of transmitting SRF
(TIME NOW) and the start time of the current
DATA period (CurDataTime): k = [(TIME NOW−
CurDataTime)/durDataSlot ].

2) Once receiving the SRF from S, the receiver R re-
serves its k-th sleep slot to receive the packet accord-
ing to the information in the SRF and sends another
SRF to acknowledge S.

3) Once receiving the acknowledgement SRF from R, S
also reserves its k-th sleep slot to transmit the packet.

The relationship between the data slot and sleep slot
is a one-to-one mapping. Namely, if the sender trans-
mits its SRF in the k-th data slot, it will transmit the
data packet to the receiver at the k-th sleep slot. Algo-
rithm 1 describes the slot-reserved mechanism in SR-
MAC.

Fig.5 shows an example of the node’s schedule based
on slot-reserved mechanism in SR-MAC. For example,
node S has data to node R. S contends the channel
access and begins to transmit its SRF during the k-
th data slot. Therefore, according to the slot-reserved
mechanism described in Algorithm 1, S and R both
reserve k-th sleep slot to transmit the data packet.

By adopting slot-reserved mechanism of SR-MAC,
we can draw a conclusion:

Theorem 1. The communications of any reserved
sleep slots are collision-free. In other words, data trans-
missions by nodes that wake up during the SLEEP pe-
riod do not collide at their intended receivers.

Proof. We prove our conclusion by contradiction.
We assume that nodes A and B could collide in the
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Fig.5. Slot-reserved mechanism in SR-MAC. A: ACK.

k-th reserved sleep slot. If both nodes A and B want
to transmit a packet in the k-th sleep slot, they must
contend the channel to send their own SRFs in the k-th
data slot of the DATA period. Because A collides with
B at the k-th reserved sleep slot, which means that they
have collided when they sent their own SRFs at the k-th
data slot. Therefore, their receivers cannot decode any
SRF and they cannot reserve any sleep slots to receive
the packets. Furthermore, the receivers do not trans-
mit any acknowledgment SRFs to the senders, so A and
B do not reserve their k-th sleep slots to transmit the
packets, which contradicts our assumption. ¤

3.3 Slot-Reserved Frame

In SR-MAC, the RTS/CTS is replaced by the special
SRF. In addition to the fields included in RTS/CTS,
such as the sender address, receiver address and du-
ration of the transmission, an SRF also includes the
number of slots, the number of packets and the cross-
layer routing information. The functions of SRF are as
follows:

1) playing as a handshake frame between neighbor
nodes just like RTS/CTS.

2) used to negotiate to reserve a sleep slot for packet
transmission.

3) piggybacking cross-layer routing information to
schedule next hop node to wake up during the SLEEP
period, which will be described in Subsection 3.5.

An SRF serves as either a scheduling request or a
scheduling acknowledgement. When the receiver node
receives an SRF, it reserves a sleep slot for receiving
packets according to the information included in the
SRF and sends an acknowledgement SRF back to the
sender. Once the sender receives the acknowledgement
SRF from the receiver, the sender also reserves speci-
fied sleep slot for packet transmission. For multi-hop
forwarding, in addition to a scheduling request or ac-
knowledgement, an intermediate node sends an SRF
that schedules the next downstream node to forward
the packet.

3.4 Multiple Packets Transmission

The overhead of re-transmission of the long message
is very high and the common size of a packet is usually
set as 50 or 100 bytes in WSNs. Therefore, the long

message is commonly fragmented into many indepen-
dent short packets when the node detects an event and
nodes need transmit multiple packets to describe this
event.

As described in Subsection 3.2, SR-MAC divides
both the DATA period and SLEEP period into M slots.
According to the radio parameter and the size of an
SRF, the duration of the SRF transmission can be cal-
culated as 14.2ms (details are shown in Subsection 4.1),
that is durCtrl = 14.2ms. As the configuration of DW-
MAC’s simulation, if we set TDATA = 142.0ms and
TSLEEP = 3 945.0ms, the DATA period of SR-MAC can
be divided into 10 data slots. Consequently, the dura-
tion of each sleep slot can be calculated as 394.5 ms
that is enough to send more than 400 bytes based on
the packet transmission latency calculated by R-MAC.
If the SLEEP period is still divided into M sleep slots,
only one short packet of an event can be transmitted
in one sleep slot and most time of each sleep slot is
wasted, so the multi-packet delivery latency increases
significantly.

To schedule the node to transmit multiple short pac-
kets generated by an event on it, SR-MAC enhances
the approach of dividing the SLEEP period. Firstly,
the SLEEP period is divided into N frames, and then
each frame is divided into M slots, so that there are
N ×M sleep slots in the SLEEP period. However, in
order to optimize for multi-hop forwarding described in
Subsection 3.5, each node can only transmit one data
packet in each frame. Therefore, the maximum number
of data packets transmitted by a node is N at most in
one operational cycle, but not N × M . For any node
u, its assigned frame-slot pair (Fu, Su) determines in
which sleep slot node u can send or receive packets. For
example, if a node’s assigned frame-slot pair is (n,m),
this node will wake up to the communicate with its
neighbor nodes at the m-th slot of the n-th frame. In
a sleep slot, only one data packet can be transmitted.
Each sleep slot’s duration is shown in (5), where dur-
Data presents the duration of a data packet transmis-
sion, SIFS presents the short inter-frame spacing be-
tween two continuous packets transmissions, and du-
rACK presents the duration of sending an ACK frame.

durSleepSlot = durData + SIFS + durACK . (5)
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The number of frames in the SLEEP period, N , is
determined by the duration of one sleep slot and the
number of sleep slots M in each frame. N can be cal-
culated by (6) and determines the maximum number of
short packets transmitted by a node in one operational
cycle.

N =
TSLEEP

M × durSleepSlot
. (6)

Algorithm 2 describes how SR-MAC reserves frame-
slot pair when a node has multiple packets to be trans-
mitted. If the sender S wants to send packets, it con-
tends the channel in the DATA period at first. S suc-
ceeds in contending the channel and sends an SRF to
the receiver R. We assume that S sends its own SRF
at the k-th data slot. S and R will reserve k-th sleep
slot of each frame in the SLEEP period to communicate
with each other. In other words, the k-th sleep slot of
the first frame is for the first packet, the k-th sleep slot
of the second frame is for the second packet, and so on.
If the number of packets that need to be transmitted

Algorithm 2. Frame-Slot Pair Assignment Algorithm
for Multiple Packets Transmission in SR-MAC

The DATA period is divided into M slots. The SLEEP
period is divided into N frames and each frame is divided
into M slots. The nodes with pending packets contend
the channel access. We assume that the time of succeed-
ing in contending the channel is TIME NOW, and then S
begins to transmit SRF to the receiver R:

1) The sender S calculates the number of data
slots based on the time of SRF transmission
(TIME NOW) and the start time of the current
DATA period (CurDataTime): k = [(TIME NOW−
CurDataTime)/durDataSlot ].

2) Once receiving S’ SRF, the receiver R assigns its
frame-slot pairs to receive packets according to the
information in the SRF and sends another SRF to
acknowledge the SRF from S. For the first packet,
FR = 1, SR = k, and its frame-slot pair is (1, k).
And for the second packet, FR = 2, SR = k, its
frame-slot pair is (2, k). The maximum number of
packets received by R is N , so the maximum value
of FR is N .

3) S also reserves the corresponding frame-slot pairs
to transmit the packets once receiving acknowledge-
ment SRF from R.

by S is less than N , S and R go to sleep after trans-
mitting all packets and no more wake up in the cor-
responding sleep slot of the following frames to save
energy. On the other hand, the number of time frames
in the SLEEP period decides that S can transmit N
packets to R at most in one operational cycle. Even
though S has more than N data packets, it has to wait
until the next cycle.

Fig.6 shows an example of multiple packets trans-
mission in SR-MAC. When detecting an event, node s
generates two packets (D1 and D2) to send to node r.
s sends an SRF to r during the k-th data slot. After
receiving the SRF from s, r reserves the k-th sleep slots
of the first and the second frames to receive these two
packets from s. s will reserve the same frame-slot pairs
as r to send the data packets to r. According to the
described scheduling approach, s can send these two
packets to r in one operational cycle. Compared to the
example shown in Fig.4, SR-MAC can reduce multi-
packet delivery latency. Furthermore, if the number of
packets generated by the event on s is less than N , s
always transmits all packets to r in one operation cycle
in SR-MAC. According to the frame-slot pair reserved
mechanism, s and r can use the k-th sleep slot of each
frame to communicate with each other. However, in our
example, there are only two packets to be transmitted.
In order to save energy, it is unnecessary to wake up
again in the k-th sleep slot in the successive frames of
the second frame.

We also can prove that the transmission of mul-
tiple packets does not collide in SR-MAC. According
to the proof in Subsection 3.2, we can draw a conclu-
sion that the packets transmission is non-collision in the
first frame. Based on the frame-slot assignment mech-
anism described in Algorithm 2, the following frames
are like the first frame, that is to say that the nodes
participating in communication in each slot of the fol-
lowing frames are the same as that in each slot of the
first frame. Therefore, the packet transmission is non-
collision in the following frames.

3.5 Optimization for Multi-Hop Forwarding

In order to reduce packet delivery latency over multi-

Fig.6. Multiple packets transmission in SR-MAC. S: SCR. A: ACK.
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hop path, SR-MAC uses cross-layer routing informa-
tion like R-MAC to schedule the packet forwarding over
many hops during one operational cycle. Fig.7 illus-
trates the multi-hop forwarding in SR-MAC. In this
example, node a has two packets to node c through
node b. a firstly send an SRF to node b, and then a
and b reserve the k-th sleep slot of the first and second
frames to communicate. Based on cross-layer routing
information, b finds that c is its next hop node. Wait-
ing for SIFS after receiving the SRF from a, b sends its
own SRF. The SRF from b not only confirms the SRF
just from a but also requests c to reserve sleep slots
to receive packets from b. c reserves the j-th slot of
the first and second frames during the SLEEP period.
Based on this mechanism, SR-MAC can forward mul-
tiple packets generated by an event on a single node
over multiple hops path, so it reduces the multi-packet
delivery latency over multi-hop path.

4 Simulation and Evaluation

To evaluate the performance of SR-MAC, we use
Version 2.29 of the ns-2 network simulator to simulate
SR-MAC and compare it with R-MAC, PR-MAC and
DW-MAC.

4.1 Simulation Environment

Table 1 summarizes some key network parameters
used in our simulation. Each node equips with a sin-
gle omni-directional antenna, and we use the common
ns-2 combined free space and two-ray ground reflec-
tion radio propagation model. For the parameter of
the radio, we do not use the typical values for Mica2
radios (CC1000)[19], but use the default values in the
ns-2 package. They were used also in the simulations
of R-MAC and DW-MAC in the previous work. The
transition time of the CC1000 radio between sleep and
active states is around 2.47 ms, but the state transi-
tion power is not available in the datasheet. Because
these MAC protocols used to compare have similar state
transitions, we ignore the state transition power in our

simulation. In evaluating sensor node power consump-
tion, we focus on the radio’s energy consumption, so
ignore energy consumed by other modules of the sensor
node, such as CPU, memory and so on[20].

Table 1. Network Parameters

Parameter Value Parameter Value

Bandwidth 20Kbps Tx Range 250m

Tx power 0.5W carrier sensing range 550m

Rx power 0.5W contention window 64ms

Idle power 0.45W Size of RTS/CTS/ACK 10B

Sleep power 0.05W Size of SCH/SR 14B

SIFS 5ms Size of data packet (sizepkt) 50 B

DIFS 10 ms Channel encoding ratio 2

In our simulation, the duty cycle of all MAC pro-
tocols simulated is kept the same value of 5%. Table
2 shows the durations of TSYNC, TDATA, TSLEEP and
Tcycle in all protocols, where Tcycle means the duration
of a cycle, i.e., Tcycle = TSYNC + TDATA + TSLEEP.

Table 2. Duty Cycle Configuration

TSYNC (ms) TDARA (ms) TSLEEP (ms) Tcycle (ms)

55.2 142.0 3747.8 3945.0

Because of the high overhead for the long message
re-transmission, a long message is generally fragmented
into many independent short packets. We fix the packet
size of 50 bytes in SR-MAC. The transmission laten-
cies for different types of packets are shown in Table 3,
which are calculated as (7), where durPkt means trans-
mission latency of the data packet, and we use the 5

Table 3. Transmission Latency for Different

Types of Packets

Type of Packets Size of Packets (B) Tx Latency (ms)

RTS/CTS/ACK 10 11.0

PION 14 14.2

SCH 14 14.2

SRF 14 14.2

DATA 50 43.0

Fig.7. Multiple hops delivering in SR-MAC. S: SRF, A: ACK.
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bytes for the preamble size p and the default value of
encode ratio is 2.

durPkt =
p + sizepkt × encode ratio

Bandwidth
+ 1ms. (7)

In our simulation, based on the duty cycle configu-
ration shown in Table 2 and the transmission latencies
for different types of packets shown in Table 3, the du-
ration of the data slot is 14.2 ms and the DATA period
can be divided into 10 slots. The duration of the sleep
slot is 64 ms, the SLEEP period can be divided into 5
frames and each frame includes 10 sleep slots.

To evaluate the performance of SR-MAC in diffe-
rent network topologies, two types of scenarios are used:
chain and realistic. Simple chain scenario helps us to
analyze SR-MAC’s performance clearly in basic multi-
hop delivery. Simulation of realistic topology can show
the performance of SR-MAC in large-scale deployment.

Fig.8 gives an example of a chain scenario. All nodes
are equally spaced in a straight line and the neighbor
node is placed 200m apart to compose a chain. In
our simulation, we use 21 nodes that compose a chain
with 20 hops. In the chain scenario, a constant bit rate
(CBR) is used to generate the traffic loads. Node 0
attached with a CBR is the source node and the CBR
generates the events (packets) periodically. Node 21 is
the sink node of all packets.

Fig.8. Chain scenario with n nodes.

In the realistic network scenario, the network con-
sists of 100 sensor nodes, including a sink node. As
shown in Fig.9, 100 sensor nodes are uniform randomly
deployed in a 1 000m by 1 000 m square area. The sink
node locates at the top right corner of the square and
its coordinate is (1 000, 1 000). The data packets gene-
rated by sensor nodes are all transmitted to the sink
node through multiple hops delivery. In the realistic
scenario, a random correlated-event (RCE)[11] that is
derived from a correlated-event workload[21] is used to
simulate random events. The nodes detecting the event
will generate multiple packets to describe the event.
In our simulation, RCE randomly selects a coordinate
(x, y) in the square area and generates an event. If
the sensing radius of a node is RD , the nodes within
the circle centered at (x, y) with radius RD can detect
the event and all of them will generate packets. With
sensing radius increasing, more nodes will detect the
event simultaneously and the traffic loads become hea-
vier. Table 4 shows the average number of nodes that
detect the event with different sensing radii. In our

simulation, we keep the default sensing radius of 200m
and REC randomly generates an event every 200 s.

Fig.9. Realistic scenario with 100 nodes.

Table 4. Average Number of Nodes Detecting the

Event Under Different Sensing Range

Range (m) 100 150 200 250 300 350

Average No. Nodes 2.9 6.2 10.6 15.8 21.6 28.1

To simulate the situation that a single node gene-
rates multiple packets when detecting an event, we
keep the packet size of 50 bytes used by the user data-
gram protocol (UDP) of application layer. Therefore,
through varying the packet size of CBR or RCE, we
can control the number of packets generated by UDP
protocol.

4.2 Measure Metrics

For the event detection applications, packet delivery
latency (PDL) and packet delivery ratio (PDR) cannot
reflect well the capability of event detection in WSNs.
Therefore, in SR-MAC, we introduce event delivery la-
tency (EDL) and event delivery ratio (EDR) to measure
the capability of event detection[22]. The definitions of
EDL and EDR are as follows:
• Event Delivery Latency (EDL). Node S detects an

event and generates Npkt packets to describe the event
at the time T0. If the sink node receives all packets of
the event at the time T1, we define EDL as T1 − T0.
• Event Delivery Ratio (EDR). EDR is the ratio of

the number of events succeeding in being received by
the sink node to the number of events detected by the
source nodes. Only if the sink node receives all packets
of an event, we think that the sink node succeeds in
receiving this event.

To some extent, EDL and EDR can also reflect
the network’s PDL (packet delivery latency) and PDR
(packet delivery ration). However, EDL and EDR are
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more suitable for event-based WSNs, because they re-
flect well the capability of event detection.

4.3 Event Delivery Latency Evaluation

In this subsection, we evaluate the EDL of SR-MAC.
Each source node generates Npkt packets for the sink
node to describe the detected event. EDL is the du-
ration of receiving all Npkt packets generated by an
event on a single node. In the chain scenario, the CBR
attached on the source node generates an event every
50 s. In the realistic scenario, RCE generates an event
every 200 s. The node detecting the event generates a
message to describe it. In both of these scenarios, the
message size of CBR or RCE varies from 50 bytes to
400 bytes. Because the packet size of UDP protocol
keeps 50 bytes, UDP protocol fragments the messages
generated by CBR and RCE into multiple packets with
the size of 50 bytes, so the number of packets varies
between 1 and 8.

Fig.10 shows the EDLs of all protocols with different
number of data packets in the chain scenario. Because
PR-MAC and SR-MAC can deliver multiple data pac-
kets in a single operational cycle, SR-MAC outperforms
R-MAC and DW-MAC when Npkt > 2. Especially,
when Npkt = 8, the EDL of SR-MAC is only 25.7 s
and is reduced by about 94% and 50% compared with
R-MAC and DW-MAC respectively. According to our
simulation parameters, SR-MAC can transmit five data
packets in a single cycle, so that the EDL of SR-MAC
increases very slowly when Npkt 6 5. SR-MAC’s EDL
has an obvious increase when Npkt = 6. In addition,
even though in the very simple chain scenario, the EDL
of SR-MAC is a little less than that of PR-MAC. The
reason is that PR-MAC still suffers from the light col-
lision at the beginning of the SLEEP period, so it has
to re-transmit some collided packets.

Fig.10. EDL of the chain scenario.

Fig.11 gives the EDLs of R-MAC, PR-MAC, DW-
MAC and SR-MAC in the realistic scenario. With the
number of packets generated by the event increasing,

the EDLs of R-MAC and DW-MAC increase obviously.
When Npkt = 8, the EDLs of R-MAC and DW-MAC
both exceed 500 s. In the realistic scenario, there are
few sensors to detect the event and transmit the data
packets simultaneously, so that PR-MAC’s performance
degrades because of the heavier collision at the begin-
ning of the SLEEP period. Therefore, the EDL of SR-
MAC outperforms PR-MAC obviously under this situa-
tion. When Npkt = 8, the EDL of SR-MAC is 47.74 s,
which is only as 42% as that of PR-MAC.

Fig.11. EDL of the realistic scenario.

4.4 Event Delivery Ratio Evaluation

We evaluate the EDR of SR-MAC in this subsection.
In the chain scenario, as shown in Fig.10, DW-MAC can
deliver all packets of an event within 55 s, so CBR gene-
rates an event every 20 s to evaluate EDR under heavy
traffic loads. In the realistic scenario, the EDL of DW-
MAC is more than 200 s when Npkt = 6. Therefore,
RCE still keeps to generate an event every 200 s in the
realistic scenario.

The simulation results in the chain scenario are
shown in Fig.12. The EDR of R-MAC drops down
from 100% to 64.2% sharply when Npkt = 3. When
Npkt = 8, the EDR of R-MAC only remains 10.5%.
For DW-MAC, its EDR reduces from 100% to 90.5%
when Npkt = 5 and is 13.7% that is little higher than

Fig.12. EDR of the chain scenario.
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R-MAC when Npkt = 8. Under ultra-heavy traffic
loads, the EDRs of R-MAC and DW-MAC both are
very low, because they only have limited capability of
packets forwarding in one single cycle. However, the
EDRs of PR-MAC and SR-MAC are not effected on
the number of packets generated by an event on a sin-
gle node and their EDRs both maintain 100%.

Fig.13 shows the EDRs of all protocols in the reali-
stic scenario. The EDR of R-MAC is always less than
100% and reduces sharply with the number of packets
increasing. When Npkt = 8, its EDR is only 9%. Just
like the chain scenario, DW-MAC’s EDR drops from
100% to 90.52% when Npkt = 5. However, because the
average hops of delivery path in the realistic scenario
is less than in the chain scenario and RCE generates
an event per 200 s, DW-MAC’s EDR is still 58.4% in
the realistic scenario when Npkt = 8, which is higher
than in the chain scenario. Due to PR-MAC’s schedule
mechanism, the hidden sensors in PR-MAC may col-
lide when starting to transmit the data packets simulta-
neously. The EDR of PR-MAC begins to decrease when
Npkt = 6 and is about 88% when Npkt = 8. Same as
the chain scenario, the EDR of SR-MAC always keeps
100% and is not effected by the number of packets.

Fig.13. EDR of the realistic scenario.

4.5 Energy Consumption Evaluation

In this subsection, we evaluate the average sensor
energy consumption of SR-MAC. The average sensor
energy consumption is calculated by (8), where Esum is
the total energy consumption of the whole network and
Nnodes presents the total number of nodes in the net-
work. In both scenarios, the simulation runs for 2 000
seconds of simulated time.

Eavg =
Esum

Nnodes
. (8)

Fig.14 shows the average sensor energy consumption
in the chain scenario. With the number of packets in-
creasing, the average sensor energy consumption for all
protocols is increased. The energy consumption of PR-

MAC, DW-MAC and SR-MAC is far less than that of
R-MAC and the gap is more obvious when the number
of packets is increased. When N = 8, the energy con-
sumption in R-MAC is as 3.82 times and 3.84 times as
that of DW-MAC and SR-MAC respectively. The main
reason is that the nodes always start to transmit the
packets at the beginning of the SLEEP period, which
causes the hidden terminal collisions and the nodes have
to re-transmit the collision packets. Therefore, R-MAC
wastes more energy than DW-MAC and SR-MAC be-
cause of collision. With the increase of traffic loads, the
probability of the collision will be greater. Just like R-
MAC, PR-MAC also suffers from the collision, so PR-
MAC consumes more energy that DW-MAC and SR-
MAC. Nevertheless, PR-MAC transmits multiple pac-
kets in a single cycle so that it can alleviate the effects
of the collision. We find that the energy consumption
of SR-MAC is a little less than that of DW-MAC. SR-
MAC can use a single SRF to schedule multiple packets
to be transmitted in one operational cycle, but DW-
MAC sends an RTS/CTS for each packet. In our simu-
lation, the energy consumption of idle listening is less
than that of sending/receiving, so the energy consump-
tion of SR-MAC is a little less than that of DW-MAC.

Fig.14. Average sensor energy consumption of the chain scenario.

The average sensor energy consumption in the reali-
stic scenario is shown in Fig.15. The trend of curves

Fig.15. Average sensor energy consumption of the realistic sce-

nario.
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is similar to Fig.15. R-MAC consumes most energy in
all protocols and its energy consumption of SR-MAC is
least.

To schedule the data packets to forward on the
multi-hop path, just like R-MAC, SR-MAC has to carry
on some routing information in the SRF. Therefore,
SR-MAC consumes more energy to transmit a single
SRF than S-MAC does to transmit a single RTS/CTS.
On the other hand, sensors in SR-MAC have to listen
during the whole DATA period so they consume more
energy. However, our simulation results show that SR-
MAC consumes least energy. In addition, the simu-
lation in [10] shows that R-MAC has higher energy effi-
ciency than S-MAC. The major reason is that R-MAC
transmits less control frames than S-MAC does. Less
transmission means less receiving or overhearing, which
decreases the total energy consumption of R-MAC. An-
other reason is that the data packets can be moved away
from the busy area as soon as possible in R-MAC by
forwarding the packets over multi-hop in a single cy-
cle, which helps to reduce the contention in this area.
Therefore, it can reduce the energy waste of packet re-
transmission because of the collision.

4.6 Throughput Evaluation

Although network throughput is not a crucial metric
in MAC protocol design for WSNs, it is still important
when the traffic comes in a burst. Therefore, in this
subsection, we evaluate the network throughput of SR-
MAC. We vary the traffic loads by varying the number
of the packets generated by an event on a single node.

In both scenarios, the number of packets generated
by an event varies from 1 to 8. In the chain scenario,
CBR generates an event every 20 s, so the input rate of
the source node varies from 1 packet per 20 s (pkts/20 s)
to 8 pkts/20 s. In the realistic scenario, RCE still gene-
rates an event every 200 s. We assume that the sensing
radius is 200 m in the throughput simulation. Based
on the parameters in Table 4, there are averagely 10.6
nodes to detect the even simultaneously. Therefore the
average input rate of the realistic scenario varies from
(10.6× 1) pkts/200 s to (10.6× 8) pkts/20 s.

Fig.16 gives the simulation results of the chain sce-
nario. For DW-MAC, after Npkt = 5, the throughput
begins to be lower than the input rate and almost keeps
no change. R-MAC’s throughput is lower than the in-
put rate and almost keeps no change when Npkt = 3.
However, the throughputs of PR-MAC and SR-MAC
are nearly equal to the input rate of the network.

The network throughput in the realistic scenario is
shown in Fig.17. The trends of curves are similar to
those of Fig.16. The throughput of R-MAC is a little
less than SR-MAC when Npkt 6 2 and drops down

Fig.16. Throughput of the chain scenario.

Fig.17. Throughput of the realistic scenario.

obviously when Npkt > 3. R-MAC’s lowest through-
put is only about 17% of the input rate. DW-MAC’s
throughput drops down obviously when Npkt = 4 and
is only 60% of the input rate when Npkt = 8. When
Npkt 6 5, PR-MAC’s throughput is the same as SR-
MAC’s. However, SR-MAC’s throughput outperforms
PR-MAC’s when Npkt > 6. Furthermore, the through-
put of SR-MAC is a little less than the input rate and
hardly effected by the input rate.

4.7 Network Density Evaluation

With the network deployment density increasing,
the neighbors of each node increase heavily and more
nodes detect the event simultaneously. Consequently,
more nodes contend the channel during the DATA pe-
riod and collide with each other, which may result in
the performance degrade of the protocols. In this sub-
section, we evaluate the network density’s effect on the
performance of SR-MAC.

In our simulation, we only use the realistic scenario
to evaluate the performance of the protocols with diffe-
rent network densities. We keep the radio’s transmis-
sion range of 250 m, and we change the network density
by varying the total number of nodes in the 1 000 m by
1 000 m square area. Table 5 gives the average num-
ber of neighbors of each node with different network
densities.
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Table 5. Average Number of Neighbors of Each Node

Number of nodes 80 90 100 110 120

Average number of neighbors 12.7 14.3 15.9 17.5 19.1

Fig.18 shows the EDL, EDR and average sensor en-
ergy consumption of all protocols with different network
densities. From the simulation results, we find that the
network density has the lightest effect on SR-MAC’s
performance. For example, SR-MAC has the smallest
rate of EDL with network density increasing, and its
EDR always keep 100%.

5 Conclusions

In this paper, for the event detection applications in
WSNs, we presented a new slot-reserved, low-latency,
multiple packets transmission and synchronous duty-
cycle MAC protocol, called as SR-MAC. SR-MAC di-
vides the DATA period into data slots and the SLEEP
period into frames. Furthermore, each frame in the
SLEEP period is divided into sleep slots. In order to
schedule nodes to deliver multiple packets generated by
an event on a single node, SR-MAC assigns a frame-slot
pair of the SLEEP period for each node with pending
data. By this mechanism, SR-MAC can forward mul-
tiple packets on the multi-hop path in one operational
cycle without collision.

Through detailed ns-2 simulation, we compared SR-
MAC with R-MAC, DW-MAC and PR-MAC. The
simulation results show that SR-MAC outperforms
these protocols, with lower EDL, higher EDR, higher
network throughput and guaranteed energy efficiency.
Especially, under ultra-heavy traffic loads, SR-MAC re-
duces EDL by about 60% compared with PR-MAC, and
maintains 100% EDR with less energy consumption.
Even though the network is deployed very densely, SR-
MAC still has excellent performance.

Despite of all the advantages of SR-MAC, there are
still some issues left open for future research. Firstly,
in order to forward data packet on the multi-hop path

in a single cycle, all nodes have to listen the wireless
channel during the entire DATA period, which wastes
significant energy. The nodes without communication
may sleep as soon as possible. Secondly, We only eva-
luate the performance of SR-MAC with software simu-
lation. We hope to implement SR-MAC on a realistic
sensor network platform, such as TinyOS.
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