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Abstract The massive web videos prompt an imperative demand on efficiently grasping the major events. However, the
distinct characteristics of web videos, such as the limited number of features, the noisy text information, and the unavoidable
error in near-duplicate keyframes (NDKs) detection, make web video event mining a challenging task. In this paper, we
propose a novel four-stage framework to improve the performance of web video event mining. Data preprocessing is the
first stage. Multiple Correspondence Analysis (MCA) is then applied to explore the correlation between terms and classes,
targeting for bridging the gap between NDKs and high-level semantic concepts. Next, co-occurrence information is used
to detect the similarity between NDKs and classes using the NDK-within-video information. Finally, both of them are
integrated for web video event mining through negative NDK pruning and positive NDK enhancement. Moreover, both
NDKs and terms with relatively low frequencies are treated as useful information in our experiments. Experimental results
on large-scale web videos from YouTube demonstrate that the proposed framework outperforms several existing mining
methods and obtains good results for web video event mining.
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1 Introduction

Due to the increasing popularity of Internet, the
users are able to easily get a large number of rele-
vant web videos about ongoing incidents or events
through search engines or video sharing websites, such
as Google, Baidu, YouTube and Youku. In addition,
news videos are published on newswires in digital ver-
sions like CNN, BBC, and CCTV. In January 2009,
14.8 billion online videos were watched by 147 million
U.S. Internet users[1]. However, it is still a challenge
for the users to grasp the major events after a glance
at the search results, not to mention the development
of the topic.

Generally speaking, when searching a topic, most of
the users first want to know the major events and then
to construct their relationship in minds. However, they
have to click on the videos one by one to try to man-

ually summarize the videos after watching all of them
at the same time. It is not only highly time consuming
but also difficult for users to find out what they want,
especially for the unfamiliar topics. Therefore, it has
become crucial to be able to automatically group rele-
vant videos together.

To group relevant videos, both visual and textual
information are commonly utilized. For visual infor-
mation, some important shots are frequently inserted
into videos or reports as a reminder or support of view-
points, which carry useful information. If these du-
plicate shots/keyframes are clustered to form different
groups according to visual content, where each group
is called an NDK (near-duplicate keyframe) group, it
would play the same role as a hot term in the text
field. Therefore, NDKs can be used to group videos
with similar contents of the same event. However, since
web videos are usually short and uploaded by general

Regular Paper
This work was supported by the National Natural Science Foundation of China under Grant Nos. 61373121, 61071184, 60972111,

61036008, the Research Funds for the Doctoral Program of Higher Education of China under Grant No. 20100184120009, the Program
for Sichuan Provincial Science Fund for Distinguished Young Scholars under Grant Nos. 2012JQ0029, 13QNJJ0149, the Fundamental
Research Funds for the Central Universities of China under Grant Nos. SWJTU09CX032, SWJTU10CX08, and the Program of China
Scholarships Council under Grant No. 201207000050.

∗Corresponding Author
©2013 Springer Science +Business Media, LLC & Science Press, China



Cheng-De Zhang et al.: A Novel Web Video Event Mining Framework 789

users, lighting conditions, editing operations, and poor
quality may lead to many relevant keyframes being split
into different segments. To solve this problem, co-
occurrence is used to group relevant NDKs together
with NDK-within-video information. On the other
hand, for the textual information, web videos gener-
ally have much less text information (such as titles and
tags) than documents. In addition, even with titles
and tags, many of the texts are noisy, ambiguous, and
sometimes incomplete. Users could also add irrelevant
hot terms (words) to attract attention. As a result, the
textual information derived from the limited titles and
tags from the web videos may get worse performance
than traditional documents. It is believed that the in-
tegration of both visual and textual information can
complement each other to improve the performance of
event mining.

In this paper, a novel framework is proposed that
integrates visual and textual information for web video
event mining. First, Multiple Correspondence Analysis
(MCA) is explored to extract NDK-level event simi-
larity with the assistance of textual information. Sec-
ond, co-occurrence is applied to detect the similarity
between NDKs and events using the NDK-within-video
information. Finally, the information from these two
steps is integrated for web video event mining by noisy
NDK pruning and positive NDK weight enhancement.

The main novelty and contributions of this paper are
summarized as follows:

1) A novel framework is proposed that integrates
textual and visual information to improve the perfor-
mance of web video event mining. First, common nega-
tive NDKs, whose weights calculated by both visual and
textual information are negative, are pruned. Second,
the weights of other NDKs’ are enhanced by combining
them together.

2) We apply a statistical method MCA to NDK-level
web video event mining to explore the correlation be-
tween terms and classes, which bridges the gap between
NDKs and high-level semantic concepts.

3) NDK-within-video information calculated by co-
occurrence is proposed to measure the similarity be-
tween NDKs and events. On the one hand, it can group
NDK fragments together to enhance NDK detection.
On the other hand, it can help enhance the weights of
both positive and negative NDKs calculated by noisy
textual information.

The rest of this paper is organized as follows. Sec-
tion 2 gives a brief overview of related work. The details
of the framework for web video event mining are pro-
vided in Sections 3. The experiments and results are
presented in Section 4. Finally, Section 5 concludes this
work.

2 Related Work

2.1 Topic Detection and Tracking

Web video event mining belongs to the task of topic
detection and tracking (TDT) whose goal is to de-
tect new topics and track the known events in text
news streams. Many studies in TDT have been done
in text areas[2-6]. For example, bursty relationship
was applied to detect bursty events in [7]. The con-
cept of near-duplicate keyframe (NDK) has been abun-
dantly used in real applications[8-9]. An NDK is a
set of similar keyframes with certain variations in-
duced by acquisition times, lighting conditions, and
editing operations[10]. NDK detection is to calculate
the keyframe similarity among videos. The retrieval of
NDKs[10-12] plays an important role in measuring video
clip similarity and tracking video shots of multi-lingual
sources[13]. With the assistance of NDK constraints,
news stories are clustered into topics by constraint-
based co-clustering[14].

Lately, TDT research has been extended to integrate
both textual and visual information. TDT research has
also been carried out in multimedia area. For example,
topics are tracked with visual duplicates and seman-
tic concepts[15-20]. A trajectory-based approach pre-
sented in [21] is used to discover, track, monitor, and
visualize web video topics. With textual correlation and
keyframe matching, topic clusters are grouped in [22]
and news stories from different TV channels are linked
in [23]. Topic discovery is deployed by constructing
the duality between stories and textual-visual concepts
through bipartite graph[13,24]. Events are discovered by
text co-occurrence and visual feature trajectory in [25].
Recent research about organizing and utilizing large
collections or databases of images and videos is sum-
marized in [26]. A hierarchical framework for event or-
ganization is presented in [27], where higher level events
are defined upon more detectable low-level events.

2.2 Multiple Correspondence Analysis

Correspondence Analysis (CA) is an ex-
ploratory/descriptive data analytic technique designed
to analyze simple 2-way and multi-way tables con-
taining some measure of correspondence between the
rows and columns[28]. Multiple Correspondence Anal-
ysis (MCA) is considered as an extension of CA to
more than two variables[29]. MCA has been proved
to be able to capture the correlation among nominal
variables effectively[29].

Tags inherently have nominal representations, auto-
matically generating the image representation for the
landmarks by first using tags and location metadata to
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detect tags and locations that represent the landmarks,
and then applying visual analysis to the images asso-
ciated with the detected tags and locations[30], which
has been successfully applied to content-based video
concept detection[28,31-32]. Therefore, the correlation
between each tag and an NDK is suitable to be mea-
sured by MCA.

Motivated by the functionality of MCA, we explore
the utilization of MCA to analyze data instances (i.e.,
NDKs in this study) described by a set of textual fea-
tures to capture the correspondence between terms and
classes. Moreover, while co-occurrence has been com-
monly adopted in the textual field, it has not been fully
utilized in the visual part of NDKs. Compared with
noisy terms which may cross a long range, NDKs in
events generally appear in a relatively small range and
are less noisy. This motivates the study of using NDK-
within-video information to improve the performance
of event classification in this paper.

3 Web Video Event Mining

3.1 Proposed Framework

The proposed framework is illustrated in Fig.1. As
can be seen from this figure, this framework consists of
four stages (enclosed in the dashed rectangular boxes),
namely data preprocessing, NDK-within-video informa-
tion mining, correlation information mining, and inte-
gration.

Fig.1. Proposed web video event mining framework.

The first stage is data preprocessing, where NDKs
are extracted. As NDKs have the unique property of
identifying similar events, all NDKs are considered as

the features. More details about NDK detection are
introduced in Subsection 3.1. Next, terms extracted
from titles and tags are treated as textual features. Due
to noisy user-supplied tag information, text words are
pruned by word stemming, special character removal,
and so on. Finally, all features and the class labels are
combined to form an indicator matrix with instances
(i.e., NDKs) as rows and the categories of variables (i.e.,
terms) and class labels as columns.

In correlation information mining stage, MCA is ap-
plied to calculate MCA-based transaction weights, tar-
geting for bridging the gap between an NDK and a
term. Feature-value pairs[16] are generated for each
term, and the similarity between each feature-value pair
and a class is calculated. Finally, the weights between
each NDK and all classes are calculated by summing
the weights of the feature-value pairs along all the fea-
tures.

In NDK-within-video information mining stage,
NDK-within-video information is used to measure the
similarities among NDKs to address the problems
caused by false NDK detection, video edition, and frag-
ment problems. Finally, this relationship is used to
measure the similarity between an NDK and an event.

In the integration stage, after weight pruning and
enhancement by combination, every NDK is grouped
to the event with the largest similarity value. Actually,
NDK-within-video information is used to enhance posi-
tive weights and prune negative weights of the NDKs.

3.2 NDK Extraction

An NDK group is a set of keyframes which have
similar visual content. Generally, series of web videos
are returned from a user query. First, shot bound-
ary detection and keyframe extraction are used to get
keyframes, and then each video can be represented with
these keyframes. Second, an efficient NDK detection
approach is adopted to detect NDKs among videos.
In order to guarantee good performance of NDK de-
tection between videos, local points are detected with
Harris-Laplace and are described by SIFT[33]. The pub-
lic available tool proposed in [34] is adopted to detect
the NDKs. Third, the detected keyframes with similar
visual content are further grouped to form clusters by
transitive closure. For example, if NDK 1 → NDK 3,
and NDK 3 → NDK 4, then we assume that there exists
the association NDK 1 → NDK 4. Ultimately, we get
grouped keyframes, where each group represents one
visual scene.

After getting NDKs, (1) is used to calculate the
probability of an NDK belonging to each event.

P (NDK i, Ej) =
|NDK i

⋂
Ej |

|NDK i| , (1)
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where |NDK i

⋂
Ej | is the number of common videos

between NDK i and event Ej . |NDK i| is the number
of videos whose keyframes are in NDK i. If NDK i con-
tains keyframe Ks, while Ks is the s-th keyframe of
video Vt, then Vt is contained by NDK i too. Ej is
the j-th event according to ground truth. At last, each
NDK is marked as the class label, which has the biggest
probability with this NDK.

3.3 Correlation Information Mining

MCA is an extension of standard correspondence
analysis to more than two variables[29]. The correla-
tion among more than two variables in a table can be
cached by it. In this study, MCA is adopted to measure
the correlations between terms and classes. Thus, a ta-
ble is represented in a 2-dimensional (2D) NDK-term
matrix TG where each element TG i,j in TG is defined
in (2).

TG i,j =





1, if the j-th term is contained in the

i-th NDK,

0, otherwise.
(2)

Finally, all features are combined with the class la-
bels Cj to form an indicator matrix with instances (i.e.,
NDKs) as rows and features (i.e., categories of variables
or terms) as columns. Thus, MCA can be be directly
applied to calculate the correlation of each feature-value
pair of each term with a class. An example of a training
dataset after discretization is shown in Table 1. Each
of the features is discretized into several feature-value
pairs according to the method in Weka①. Assuming
the s-th feature has js feature-value pairs, the number
of classes and instances are n and m, respectively, while
each instance represents one NDK. And then the indi-
cator matrix is denoted by Z with size m × (js + n).
The meaning of the indicator matrix is using the rela-
tionship between feature-value pairs and classes to cal-
culate the relationship between a feature and a class.
Instead of performing on the indicator matrix, MCA
analyzes the inner product of this indicator matrix, i.e.,
ZTZ, called the Burt table, which is symmetric with
size (js + n)× (js + n). Next, singular value decompo-
sition (SVD) is applied to the correspondence matrix,
which is transformed from the Burt matrix by centering

Table 1. Training Dataset After Discretization

Feature 1 Feature 2 Feature 3 · · · Feature m

F 1
1 F 1

2 F 1
3 · · · F 1

m

F 2
1 F 2

2 F 2
3 · · · F 2

m

...
...

...
...

...

and standardizing. More details of the MCA technique
and the way to generate such correlations can be found
in [32]. Now the feature-value pairs and classes can be
projected into a 2D space constructed by the first and
second principal components.

The graphical representation of MCA, called the
symmetric map, can be used to visualize the feature-
value pairs of a feature and the classes as points in a
map with the dimensions depending on the number of
principle components. Thus, the correlation between a
feature-value pair and a class can be measured by the
cosine value of the angle between the two vectors rep-
resenting the feature-value and the class. Fig.2 shows
a 2D symmetric map in which there are a term feature
Fi with four feature-value pairs F 1

i , F 2
i , F 3

i and F 4
i ,

and two classes C1 (positive class) and C2 (negative
class). angle1

i is the angle between feature-value pair
F 1

i and the class C1. If a feature-value pair is correlated
with a class, then the other feature-value pair is nega-
tively correlated with this class to the same amount.
A large absolute value of the cosine value indicates a
strong correlation between a feature-value pair and a
class. Therefore, MCA can be applied to calculate the
similarity between each feature-value pair F j

i and class
label Cn. The weight Wn

i,j can be calculated using (3).

Wn
i,j = cos(anglej

i ), (3)

where anglej
i is the angle between the feature-value pair

F j
i and the class label Cn. If the angle is smaller than 90

degrees, it means that F j
i has a high relationship with

Cn. The cosine value of the angle between the feature-
value pair and the class can be taken as a weight, which
represents the discriminant capability. A transaction
weight between NDK k and class Cn can be calculated
by summing the weights of the feature-value pairs for all
features as shown in (4). Positive data NDKs are sup-
posed to have larger transaction weights compared with
the negative ones, because a feature-value pair with a
larger weight indicates a stronger correlation with the
class, compared with a smaller one.

TW k,n =
1
m

m∑

i=1

Wn
i,j . (4)

Fig.2. Geometrical representation of MCA.

①Weka. http://www.cs.waikato.ac.nz/ml/weka/, Dec. 2012.
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Finally, the weights between each NDK and all
classes can be obtained, where the weights are sorted
in the descending order. The gaps between neighbors
in this sorted list are calculated, and the largest gap
is used as the threshold to decide the positive or nega-
tive results. If TW k,n is greater than the threshold,
it means that the similarity between NDK k and Cn is
higher than the largest gap. Then, NDK k will be taken
as a positive instance; otherwise, it will be marked as
negative.

3.4 NDK-Within-Video Information Mining

After getting the similarities between each NDK and
all classes (events), video content information is added
to compensate the defects of textual information. This
is due to the facts that there are usually fewer tex-
tual features for web videos compared with text docu-
ments, and these features are often noisy, ambiguous,
and incomplete. Important visual shots are frequently
inserted into related videos as a reminder or support
of viewpoints, acting as hot terms in the text field.
These NDKs usually carry useful video content infor-
mation and can be used to group videos of similar
themes into events. However, due to video editing or
NDK detection errors, many NDKs are split into differ-
ent segments. There are numerous frequently accom-
panied NDKs which convey useful information. Such
NDK-within-video-information can be utilized to iden-
tify more related web videos. Therefore, NDK simi-
larity is applied to improve the performance by prun-
ing the noise and enhancing the weight generated by
the initially retrieved NDKs. The rationale is that
the more common videos they contain, the more simi-
lar they are. Let NDK i and NDK j be two NDKs,
|NDK i

⋂
NDK j | be the number of overlapped videos,

and min(NDK i,NDK j) be the minimum number of
videos contained in NDK i and NDK j . To capture the
NDK-within-video-information, the Jaccard coefficient
is adopted to measure the similarity between NDK i

and NDK j as shown in (5). A higher score denotes
that these two NDKs are more likely correlated.

d(NDK i,NDK j) =
|NDK i

⋂
NDK j |

min(NDK i,NDK j)
. (5)

Similar to the previous stage, the similarities are
sorted in the descending order. The gaps between
neighbors in this sorted list are calculated. The largest
gap is used as the threshold to decide whether NDK k is
positive or negative. The weight of NDK k is calculated
using (6).

WVNDKk
=

{
1, if SimV (NDK k, Ej) > threshold,

0, otherwise, (6)

where SimV (NDK k, Ej) is the similarity between
NDK k and Ej and is calculated using (7). If it is larger
than the threshold, then NDK k will be assigned as posi-
tive; otherwise, it will be marked as negative. Finally,
all NDKs are considered to calculate the similarity be-
tween each NDK and Ej , which is defined in (7). Here,
m is the number of NDKs that meet the condition of
d(NDK k,NDK p) > 0, and s is the number of NDKs
contained in En.

Sim(NDK k, Ej) =
1
s

m∑
p=1

d(NDK k,NDK p). (7)

3.5 Event Mining

After correlation information mining and NDK-
within-video information mining, each NDK gets a la-
bel of positive or negative from both stages. If an NDK
is marked as negative in both stages, it is considered
as the noise and needs to be pruned. Otherwise, the
weights generated by both stages are integrated to en-
hance the similarity between NDK k and En using (8).

Sim(NDK k, En) = γ ×WTNDKk
× TW k,n + (1− γ)×

WVNDKk
× SimV (NDK k, En).

(8)

Here, γ is a factor to control which can be adjusted
according to the different weights of visual and tex-
tual information. In this study, we assume that they
have equal weight. WTNDKk

and WVNDKk
are the posi-

tive or negative status of NDK k in the textual and vi-
sual parts, respectively. TW k,n and SimV (NDK k, En)
are the similarities between NDK k and En, calculated
by MCA and co-occurrence, respectively. NDK k is as-
signed to the event which has the largest similarity
value.

4 Experiment

4.1 Dataset

We use the dataset in [25] to evaluate the perfor-
mance of the proposed work. The original dataset con-
sists of 19 972 web videos and 803 346 keyframes. These
videos were collected from YouTube and most videos
were collected in May 2009. The topics were selected
based on the top 10 news that happened during 2006
to 2009 as recommended by CNN, TIMES and Xinhua.
We selected 15 hot topics shown in Table 2, which basi-
cally cover different characteristics of topics for experi-
mental evaluation. For example, topic “Virginia tech
massacre” only spanned for one month from April to
May of 2007, while the topic “Iran nuclear program”
lasted for several years from 2006 to 2009. However,
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the topic “California wildfires” happens periodically
for several years, while the content is relatively homo-
geneous. To ensure fairness, those events having less
than five web videos are regarded as noise and pruned
out. Therefore, 10 815 videos, 37 055 NDKs, and 41 461
terms are used as the dataset in the experiments. The
detailed information of the dataset is listed in Table
2. Each topic is composed of several events. Taking
topic “Iran nuclear program” as an example, it con-
tains 5 events: “Enriched uranium successfully”, “In-
ternational community response”, “Inspections”, “Re-
ports from IAEA”, “USA’S attitude to Iran”. For the
ground truth, we collected the data by searching each
topic from Wikipedia and Google, and then manually
decided the ground truth.

4.2 Performance Evaluation

The precision (P ), recall (R), and F1 measure (F1)
are used to evaluate the performance of event mining,
as defined in (9). Here, B+

i is the number of correctly
grouped positive videos for cluster Ai, and Bi is the
number of positive samples in the ground truth.

P =
|B+

i |
|Ai| , R =

|B+
i |

|Bi| , F1 =
2× P ×R

P + R
. (9)

To evaluate the performance of web video event min-
ing, simplified versions of the proposed methods in [5,
7, 25] (FTT, CCV, FT+CC) and MCA are used as the
baselines. The performance comparison is presented in
Table 3. Due to the tradeoff between precision and

Table 2. Dataset Information

ID Topic Number of Videos Number of NDKs Number of Terms Number of Events

1 US President Election 737 1 826 3 327 13

2 Mumbai terror attack 423 1 741 1 569 5

3 Russia Georgia war 749 2 823 2 316 7

4 Somali pirates 410 1 405 2 178 5

5 Virginia tech massacre 683 1 865 1 621 2

6 Israel attacks Gaza 802 3 087 3 546 4

7 Beijing Olympic torch relay 652 2 448 1 949 12

8 California wildfires 426 1 631 3 025 6

9 Oil price 759 2 486 3 814 5

10 Myanmar cyclone 613 2 698 1 624 4

11 Kosovo independence 524 9 69 1 593 5

12 Russian president election 1 335 3 930 4 684 6

13 Iran nuclear program 1 056 4 561 3 969 5

14 Israeli Palestine peace 586 3 184 2 275 9

15 Korea nuclear 1 060 2 401 3 971 13

Total 10 815 37 055 41 461 101

Table 3. Performance Comparison

Topic
FTT

[5] CCV
[7] FT + CC[25] MCA MCA + CC

P R F1 P R F1 P R F1 P R F1 P R F1

1 0.26 0.39 0.32 0.90 0.15 0.20 0.57 0.35 0.44 0.11 0.72 0.18 0.44 0.57 0.49

2 0.31 0.14 0.20 0.88 0.12 0.15 0.49 0.19 0.28 0.12 0.24 0.14 0.58 0.30 0.40

3 0.58 0.11 0.19 0.91 0.04 0.06 0.72 0.15 0.25 0.37 0.17 0.24 0.64 0.57 0.60

4 0.49 0.21 0.30 0.87 0.05 0.07 0.48 0.25 0.33 0.28 0.25 0.27 0.44 0.53 0.48

5 0.76 0.05 0.10 0.99 0.02 0.03 0.73 0.33 0.46 0.36 0.40 0.38 0.71 0.56 0.63

6 0.45 0.12 0.20 0.95 0.02 0.03 0.54 0.16 0.25 0.21 0.24 0.23 0.64 0.32 0.43

7 0.52 0.41 0.46 0.94 0.09 0.12 0.52 0.20 0.29 0.10 0.14 0.12 0.48 0.32 0.39

8 0.46 0.12 0.19 0.95 0.05 0.07 0.68 0.18 0.29 0.23 0.24 0.24 0.50 0.30 0.38

9 0.22 0.10 0.14 0.80 0.08 0.10 0.58 0.13 0.22 0.04 0.20 0.07 0.62 0.52 0.56

10 0.39 0.05 0.09 0.85 0.05 0.05 0.68 0.34 0.46 0.22 0.27 0.25 0.68 0.37 0.48

11 0.66 0.07 0.13 0.99 0.02 0.03 0.78 0.09 0.17 0.37 0.15 0.22 0.91 0.30 0.45

12 0.27 0.14 0.16 0.92 0.02 0.03 0.61 0.14 0.23 0.04 0.13 0.07 0.71 0.57 0.63

13 0.60 0.07 0.13 0.98 0.02 0.03 0.83 0.10 0.18 0.13 0.17 0.15 0.86 0.32 0.47

14 0.35 0.17 0.24 0.92 0.04 0.07 0.51 0.16 0.25 0.20 0.83 0.32 0.62 0.26 0.36

15 0.34 0.16 0.22 0.89 0.07 0.09 0.46 0.24 0.32 0.24 0.52 0.32 0.50 0.41 0.45

Average 0.43 0.16 0.20 0.92 0.06 0.08 0.62 0.20 0.30 0.21 0.32 0.22 0.44 0.46 0.42

Note: The best precision, recall and F1 for each topic are highlighted in bold.
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recall, F1 considers both precision and recall, so we fo-
cus on the F1 measure. It can be easily seen that our
proposed framework (MCA+CC) outperforms baseline
methods, with 12%∼34% improvement, which is signi-
ficant.

Overall, it can be observed in Table 3 that our pro-
posed framework achieves promising results compared
with all the baseline methods. We can further observe
that the recall value and the F1-scores for the proposed
framework are almost always higher than all the other
classifiers. This encouraging observation demonstrates
the fact that the proposed framework has the ability
to help event mining without missing too many web
videos.

For the method of text feature trajectories in [5],
word feature trajectories are first extracted, in which
each feature is defined as a normalized df-idf score.
Highly correlated word features are grouped to events
by mapping word sets to video sets. Overall, we can
see that the performance of this method is poor. It is
a challenging mission to detect events from web video
search results under the noisy and diverse social web
scenario. It indicates that text information alone is not
sufficient for event mining.

The method of [7] is taken as baseline 2. It is ap-
plied to NDK-level clustering, where both high and low
frequency NDKs with close relationships are grouped
together. As shown in Table 3, the precision is very
high as visual content information has less noise than
textual information. Moreover, since NDK detection
among videos just has a relationship within the videos
with similar content. Therefore, each group of NDK
has little connection with the other kind of visual con-
tent, so the average of precision is as high as 92%.

For the method of combination of text co-occurrence
and visual near-duplicate feature trajectory in [25], the
performance of this method is better than [5] and [7].
However, the performance is still not good enough. The
reason is that it misses those low-frequency terms and
NDKs, which contain a large number of videos. Visual
feature trajectory of NDK is not a consistent mining.
We have tried to use term co-occurrence to compensate
defects for visual information. However, frequent pat-
tern still misses too much information for events.

Targeting for bridging the gap between NDK and
high-level semantic concepts, MCA is explored to cap-
ture the correspondence between terms and classes,
through analyzing the distribution of the terms ap-
peared in each NDK. While low-frequency terms are
considered as useful information, noise is an unavoid-
able problem. Moreover, multi-language, synonyms
and the number of videos contained by NDK are still
problems. Therefore, the precision of MCA is lower

than the other methods. However, statistical properties
make MCA express more stable features than the other
methods, so the recall values are higher than those of
the other baseline methods.

Finally, a novel framework is proposed by the inte-
gration of correlation and visual content information.
From Table 3, it can be easily seen that the F1 values
have been significantly improved. More encouraging,
the best results can even reach 63%. This can be in-
ferred from the results that a set of representative visual
shots are often accompanied with an important event.
Therefore, the NDKs are good cues for grouping re-
lated videos into events. On the contrary, texts/terms
are relatively general, broad, and noisy. Even though
low-frequent NDKs and terms may bring in more noisy
information, the integration of both co-occurrence and
correlation information can complement each other. Ul-
timately, clustering with textual and low-frequent in-
formation could bring more related videos. That is,
our proposed framework can group more positive infor-
mation without misclassifying too many negative web
videos.

5 Conclusions

When facing a strapping number of web videos re-
turned from search engines, it is a painstaking task to
explore the search list to find out the major event. Due
to the unique characteristics of web video scenarios,
such as the limited number of features, the unavoidable
errors in NDK detection, and the noisy text informa-
tion, web video event mining has become a challenging
task. In this paper, we proposed a novel 4-stage web
video event mining framework, which integrates tex-
tual and visual information, and aims to improve the
performance of web video event mining. Multiple cor-
respondence analysis (MCA) is applied to explore the
correlation between different terms and classes to bridge
the gap between the extracted NDK and high-level se-
mantic concepts. Moreover, both textual and visual
features with relatively low frequencies are considered
as useful information in our experiments. However, the
videos without overlapped NDK cannot be included
into any event. While encouraging, we can see that
the result is still unsatisfactory. Apart from the limited
and noisy textual and visual information of web videos,
we will try to resort to news website for more useful
information as the future work.
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