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Abstract Archives of threaded discussions generated by users in online forums and discussion boards contain valuable
knowledge on various topics. However, not all threads are useful because of deliberate abuses, such as trolling and flaming,
that are commonly observed in online conversations. The existence of various users with different levels of expertise also
makes it difficult to assume that every discussion thread stored online contains high-quality contents. Although finding
high-quality threads automatically can help both users and search engines sift through a huge amount of thread archives
and make use of these potentially useful resources effectively, no previous work to our knowledge has performed a study on
such task. In this paper, we propose an automatic method for distinguishing high-quality threads from low-quality ones in
online discussion sites. We first suggest four different artificial measures for inducing overall quality of a thread based on
ratings of its posts. We then propose two tasks involving prediction of thread quality without using post rating information.
We adopt a popular machine learning framework to solve the two prediction tasks. Experimental results on a real world
forum archive demonstrate that our method can significantly improve the prediction performance across all four measures
of thread quality on both tasks. We also compare how different types of features derived from various aspects of threads
contribute to the overall performance and investigate key features that play a crucial role in discovering high-quality threads
in online discussion sites.
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1 Introduction

The Web has now become a place where you not only
look for information but freely interact with other peo-
ple that share similar interests or concerns. An online
forum, sometimes referred to as a discussion board, is
an online site or an area on a website where users of the
site can freely hold discussions with others about any
topic. A forum differs from online chatting in that user
conversations are archived for others to read in the form
of threaded discussions. A thread refers to a series of
user-generated message posts built over time on a topic.
Over the years, many forum sites have been able to ac-
cumulate tremendous volumes of discussion threads on
various topics. Those forum archives potentially have
huge amounts of collective knowledge, such as answers
to questions or real opinions and responses from groups
of individuals that many information seekers would be
interested in. For major search engine companies that
maintain their own local search index to facilitate fast

information retrieval, such resources are found attrac-
tive to store.

However, the quality of forum threads being created
by real users varies widely from informative, interesting
conversations to useless, extraneous contents. This is
in many cases due to abusive behavior, such as trolling
or flaming, with the intent of disrupting an on-going
discussion. Moreover, due to the existence of forum
users with varied backgrounds and skills, we cannot as-
sume that every thread stored in online forums is of
high quality. Although some forums assign modera-
tors who are given special privileges to delete or edit
threads in order to keep discussions appropriate, there
is always a limit as to how many threads people can
moderate manually. Therefore, automatically finding
high-quality threads in online discussion sites is desir-
able and valuable. It can benefit not only online forum
sites in serving more useful contents to their end-users
but search engines in maintaining more efficient index
and enhancing search quality.
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Processing forum archives in thread-level is also es-
sential in that a discussion in a thread logically builds
a document unit on a particular topic or a goal. From
user perspective, the first thing that a user sees when
the user visits a forum site is its index page listing the
titles of archived threads. When the user chooses one to
view, the corresponding thread is displayed as a whole.
Viewing a whole thread enables the user to not only
focus on a particular message in the thread but locate
influential contributions by backtracking to its previ-
ous messages. Many previous studies on online forums
also recognize a thread as a unit of information to be
retrieved (e.g., [1-3]).

Although forum archives have recently gained con-
siderable attention as useful online resources, only little
attempt has been made to date to automatically dis-
tinguish high-quality threads in the archives. To the
best of our knowledge, there is no published work in
literature that directly addresses the problem of min-
ing high-quality threads. There are some online forums
that simply use a single attribute of a thread, such as
the total number of message posts in each thread, to
serve “hot” or popular threads in their index pages.
However, the popularity of a thread reflected from its
post count does not necessarily reflect or guarantee the
quality of the discussion. Besides post counts, forum
archives exhibit a variety of other metadata, but there
is no reported analysis of them with regard to thread
quality.

In this paper, we start out by defining a high-quality
thread broadly as one that has contents of which most
of its readers would highly evaluate or recommend to
others. Although it is hard to find any online forum
that enables users to rate a thread as a whole, there
are a few forum sites that have user moderation sys-
tems which enable users to collaboratively rate posts
in a thread. We assume that forum archives with post
ratings derived from readers’ feedback can provide an
alternative channel for learning important relationships
and correlations between forum threads and their qua-
lity. As a test case, we focus on Slashdot, a popular
open forum site that represents a definitive example of
user moderation system. We intend to investigate the
following research questions:

1) How can we measure the overall quality of a
thread inferred from the ratings of its posts?

2) Can we effectively discover high-quality threads
without actually analyzing the content of threads?

3) Which attributes of threads are most associated
with thread quality? What does a high-quality thread
look like in terms of shape or structure?

In particular, we present several artificial metrics for
measuring the overall quality of a thread based on the
aggregation of ratings of individual posts in the thread.

We then propose two novel prediction task scenarios in-
volving thread quality. The first task aims at ranking a
set of threads related to a particular topic according to
their quality. The latter is, given a pair of threads ini-
tiated at a same time on a same topic, to select which
thread is likely to be of higher quality than the other.
Post rating information is not to be provided at the
prediction stage. We address both tasks as ranking
problems and adopt a well-known learning-to-rank ap-
proach to perform the predictions. We investigate seve-
ral features extractable from discussion threads with-
out attempting to understand the language of thread
contents. Our method is practically applicable to any
online forum data, since we do not use any service or
domain-specific features. Experimental results demon-
strate that our method of utilizing multiple features
extracted from different aspects of threads shows sig-
nificant improvement over baseline approaches across
all thread quality metrics for both prediction tasks.
We also perform a comparative study of individual fea-
tures to discuss key features in discovering high-quality
threads in online forums.

It is important to note that the purpose of this re-
search is to help users select high-quality forum threads
to read in a browsing scenario not in a search scenario.
The main difference between the two is that there is no
query involved in the browsing scenario while in forum
thread retrieval and ranking there is always a query
involved. Browsing scenario is also important as it is
similar to the situation when a search engine crawler
discovers a forum archive and needs to decide which
forum thread to index or not before it serves indexed
threads to a particular query. Therefore, we provide
no comparison with existing online forum search algo-
rithms here, because we focus on predicting the quality
of forum contents not retrieving relevant forum contents
with regard to a particular query. We should also note
that we attempt to predict the quality of a thread not
when only one or few posts of the thread are given but
when ratings of posts are not available, as is common
in most online forums.

The rest of this paper is organized as follows. Section
2 introduces Slashdot. Section 3 presents several met-
rics for calculating thread quality based on post ratings.
Section 4 explains how we approach the thread quality
prediction problem. Section 5 reports experimental re-
sults. Section 6 discusses related work. Section 7 finally
concludes the paper.

2 Slashdot Forum

Slashdot is a popular forum site where users hold dis-
cussions on a number of current affairs and news stories
related to technology and science. Summaries (and
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links) of interesting news articles are submitted by
users, and each article becomes the topic of discussions
among users. Users can write not only comments about
the particular article but replies to other users’ com-
ments. A reply to a comment is placed underneath
that comment in a nested structure. As a result, each
article page contains one or more threaded discussions
in its comments section attached to the article. Fig.1
illustrates this. Discussion threads in an article page
may be focused on different subtopics but are derived
basically from the topic of the article.

Fig.1. Sample article page in Slashdot.

What makes the site unique is that individual com-
ments have ratings which have been accumulated from
multiple readers. Slashdot has a user-based moderation
system that many forums do not have. Users who are
eligible to become moderators are randomly chosen and
given a limited number of comment posts to moderate
for a certain period of time. Users moderate each com-
ment post by selecting a word from a list that appears
next to the comment containing several words, such as
“Informative” and “Off-Topic.” Positive words (e.g.,
“Informative”) will increase the overall rating of the
comment post by a single point, and negative words

(e.g., “Off-Topic”) will reduce the rating by a single
point. All comments in Slashdot have a score in the
range of −1 to 5 points. Refer to Slashdot FAQ page①

for detail.
The reason why Slashdot has this type of user mod-

eration system is to maintain the site as readable for
as many users as possible. When users are viewing
the site via their browsers, they can alter a threshold
widget so that only the contents meeting or exceeding
a certain threshold would be viewed. For example, if
a user chooses 3 as the threshold, the user will only
see posts with rating of 3 or higher; posts with ratings
below 3 will be either abbreviated or become hidden
in the browser. We believe that the scores of individ-
ual posts which have been accumulated from multiple
moderators in Slashdot are valuable resources to learn
how a large community of readers perceives the quality
of contents generated by others in forums.

3 Measuring Thread Quality

It is rational to argue that a discussion thread is
of high quality if the discussion possesses content that
many people have considered useful or interesting. Al-
though a rating of a post in Slashdot may be a subjec-
tive score, it virtually reflects what most readers of the
post felt. Thus we define a high-quality thread in an
online forum broadly as follows.

Definition 1. A high-quality thread in an online
forum is a thread that possesses posts in which the ma-
jority of readers have highly rated or recommended.

Formally, a forum is structured as a pair 〈U,C〉
where U = {u1, u2, . . . , unu} is a set of forum users,
and C = {c1, c2, . . . , cnc

} is a set of subforums (or cate-
gories), each covering a specific topic related to the fo-
rum’s theme. A subforum ci ∈ C is composed of topi-
cally relevant threads {t1, t2, . . . , tnt

}. A thread tj is a
set of user-created posts {p1, p2, . . . , pnp

}. A post pk is
a message created by a user at a particular time.

The concept of user moderation introduced in Sec-
tion 2 can also be formalized as a triple (u, p, v) where
u ∈ U is a forum user, p ∈ ti is a post in a thread that is
to be moderated, and v ∈ {+1,−1}, in which +1 means
that a user u has given a positive vote to a post p and
−1 means vice versa. Let P+ = {(u, p, v) : v = +1} be
a set of triples with positive votes and P− = {(u, p, v) :
v = −1} be a set of triples with negative votes. We can
define a rating function R(p) that specifies the differ-
ence between positive and negative voters of a post p,
i.e., |{u : (u, p, v) ∈ P+}| − |{u : (u, p, v) ∈ P−}| where
|{·}| is the size of a set.

The problem of measuring thread quality based on
user moderation can be defined as follows.

①http://slashdot.org/faq, Jan. 2014.
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Thread Quality Measurement Problem. Given a
thread t with np rated posts {p1, p2, . . . , pnp

} and a
rating function R(pi) that outputs the rating of a post
pi ∈ t, measure the overall quality of the thread S(t).

This problem is however a subjective task, because
the judgments of individuals may vary depending on
their preference. For example, some users would prefer
to read threads that contain many highly rated posts al-
though such threads may be very long in length. In con-
trast, some would prefer to read concise threads with
higher ratio of highly rated posts. Some users might
prefer somewhere in between. Therefore, we propose
four different artificial metrics for measuring the over-
all quality of a thread based on post ratings.

3.1 Rating Ratio

The intuition behind our first artificial metric is that
the higher the ratio of worth reading posts in a thread,
the more likely users will expect higher thread quality.
Let ∆v be a parameter that specifies the margin of sepa-
ration in terms of number of votes between P+ and P−.
We consider a post p in a thread to be worth reading
if and only if the post has obtained a rating of at least
∆v points from users’ votes, i.e., R(p) > ∆v. In this
paper, we set ∆v = 3, because Slashdot recommends
users to view posts with rating of 3 or higher.

We now define the rating ratio of the thread t as the
ratio of the count of worth reading posts to that of total
posts in t, as follows:

SRatio(t) = |t̂|/|t|, (1)

where |t| refers to the size of t, and t̂ refers to the set
of posts in t that are worth reading, i.e., t̂ = {p ∈ t :
R(p) > ∆v}.

3.2 Absolute Rating

The previous rating ratio metric captures the key
aspect of thread quality but does not consider the dis-
tinction between possibly worth reading and completely
worth reading, e.g., post rating of 3 versus 5 in case of
Slashdot.

The intuition of the second metric is that the more
highly rated posts a thread has, the more likely users
will decide to read it. We define the absolute rating of a
thread t by the summation of ratings of worth reading
posts in t, as follows:

SAbs(t) =
∑

∀pi∈t̂

R(pi). (2)

Note that absolute rating ignores posts of low qua-
lity in t, i.e., {p ∈ t : R(p) < ∆v}, in the summation.

The reason why we only consider worth reading posts
rather than all posts in a thread is to prevent extremely
long threads with many low quality posts from receiving
higher scores than comparably shorter threads that may
have more high-quality posts than the longer threads.

3.3 Average Rating

The drawback of the previous absolute rating metric
is that threads with more posts would still have more
chances to get higher scores. Therefore, we present an-
other way to define thread quality as the average rating
of worth reading posts in the thread, namely average
rating, as follows:

SAvg(t) =
1
|t̂|

∑

∀pi∈t̂

R(pi). (3)

For simplicity, we assume that SAvg(t) = 0 if |t̂| = 0.
Note that this measure emphasizes the average post

quality of a thread and does not favor threads with
more posts like the absolute rating metric.

3.4 Bayesian Average Rating

Assume there is a thread with only one post rated 5
points and another thread with hundreds of posts rated
5 points each. It is reasonable to argue that the latter
is more worth reading, but the average rating measure
would fail to distinguish the difference between the two
threads.

The intuition behind our last artificial metric is that
if there is only a small number of high-quality posts in a
thread, their ratings should count less than when there
are many high-quality posts. A common way to do this
is to use the Bayesian average. The Bayesian average
rating of a thread t can be defined as follows:

SBAvg(t) =
1

C + |t̂| ×
(
Cm +

∑

∀pi∈t̂

R(pi)
)
, (4)

where C is the average number of posts in threads, and
m is the average score of threads. Under this criterion,
the score of a thread will become closer to the average
score of threads when it has fewer posts. For simplicity,
we also assume that SBAvg(t) = 0 if |t̂| = 0.

4 Predicting Thread Quality

We now focus on the problem of discovering high-
quality threads by predicting their quality. Such a prob-
lem is important, because most online forums in real
world do not maintain ratings for individual contents
posted on their sites systematically as Slashdot does.
One straightforward solution is to assign a given thread
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an either “good” or “bad” label. The main drawback is
that it is virtually impossible to set an absolute, clear
definition of good or bad threads. Another disadvan-
tage of the classification approach is that it is incon-
venient to control the number of high-quality threads
to be extracted from given forum archive according to
the requirements of real world applications, such as in-
dexing and retrieval. Thus, it is more appropriate to
view the problem of finding high-quality threads as a
ranking task.

Recall from Section 3 that a typical online forum is
logically organized into a finite set of subforums, each
covering a topic. In Slashdot’s case, each news arti-
cle page can be regarded as a subforum, since threaded
discussions arise on the topic of the news article. It is
reasonable to rank threads that cover a similar topic
rather than threads from different topics, because users
with topically different interest may have varied prefe-
rence towards the quality of discussions or the degree of
participation. We now formalize the problem of thread
ranking as follows.

Thread Ranking Problem. Let S(t) be one of the
thread quality metrics presented in Section 3. Given a
set of threads {t1, t2, . . .} ∈ c originated from a same
topic, the task is to rank the threads such that ti has
a higher ranking than tj if and only if S(ti) > S(tj),
without referring to the rating of each post p ∈ t.

This ranking problem is certainly a real and interest-
ing task, especially to Web applications. Being able to
rank threads by their assessed quality would be an in-
teresting feature for online forums that could help users
find useful contents in a more convenient way.

However, there is an issue in terms of evaluation.
Discussion threads in Slashdot, which we will use for
testing our method, are created in different time per-
iods. Thus, there is no guarantee that all threads in
the evaluation data have had equal chance of expo-
sure to users. Therefore there is a possibility that some
threads’ posts have low ratings, not because they de-
serve it, but because only a few users have read and
participated to moderate them. Threads that cover un-
popular topics or have been created very recently may
be examples of such cases. To alleviate the issue, we
propose another prediction problem that considers not
only the topic of threads but the creation time of the
threads.

Pairwise Thread Selection Problem. Let xt be a spe-
cific time in which a thread t is firstly created and ∆x
be a parameter that specifies the margin of separation
in terms of minutes between two threads. Given a pair
of online forum threads {〈t1, t2〉 : t1 ∈ c, t2 ∈ c} from
a same subforum where |xt1 − xt2 | < ∆x, the task is
to select a thread ti such that S(ti) > S(tj), without
referring to the rating of each post p ∈ t.

Although the second problem is less applicable to
real world than the first, we can assure a more fair
comparison between competing threads in evaluations
if we consider both the topic and the time of creation of
threads. This is based on the assumption that if threads
share the same topic and occur at the same time, they
would have more chance to be displayed near each other
in users’ browsers, which leads to an equal chance of ex-
posure to users for moderation.

Our study aims at presenting a framework that
works well for both problems. We consider both thread
ranking and pairwise thread selection problems as rank-
ing tasks and adopt one of the best-known learning-to-
rank approaches based on the support vector machine
classifier, known as Ranking SVMs[4] to learn a rank-
ing function for threads. Here we introduce a range of
features we use for predicting thread quality. We only
focus on features extractable without analyzing the con-
tent of each thread using natural language processing
techniques. Note that we try not to use any features
that are specific to Slashdot in order to let our method
be applicable to other generic forum archives.

4.1 Features from Surface of Thread

• Number of Posts in the Thread. This is typically
the only numerical hint that users can refer to when
deciding which thread to read from a list of threads in
an index page of forums. It indicates the degree of par-
ticipation in a particular thread.
• Number of Unique Users in the Thread. The

amount of users participating in a discussion may be
proportional to the discussion’s quality.
• Length of the Thread. Length has been proven

to be a simple but very effective feature for determin-
ing the quality of user-generated texts, such as answers
to questions[5-6]. In this paper, we consider the total
length of the whole thread, the length of the initial post,
and the total and average lengths of the reply posts as
length features.
• Average Number of Posts per User. This number

indicates whether posts haven been generated evenly
by all users or most generated by a few of the users.
• Whether the Thread Is Initiated by a Registered

User. In many online forums, a user can decide
whether to log-on or not before they create some con-
tent. Anonymous users tend to post useless posts.
• Number of Unique Registered Users. We consider

both the total number of users who had logged on be-
fore generating posts and the ratio of them to all users
in the thread.
• Number of Unique Revisiting Users. Users posting

more than one message in a thread may be a sign that
they want to continue the on-going discussion.
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• Thread Depth. If a thread is considered as a tree
structure rooted from its initial post, the length of the
path from the initial post to the deepest reply post
would be the thread’s depth. This number indicates
the growth of a discussion. We normalize the value of
this feature by the number of posts in the thread.
• Thread Width. This feature corresponds to the

largest number of posts in one level within a thread. It
indicates whether the thread carries an issue that many
people choose to make comments simultaneously. We
also normalize the value of this feature by the number
of posts in the thread.
• Average Thread Width. This feature refers to the

ratio of thread width to thread depth. It roughly indi-
cates whether the arrangement of posts in the thread is
spread horizontally or vertically.
• Number of Quotes. Some forums have a unique

feature that lets users to quote some text from a
previous post. The frequency of quotes may indi-
cate whether the discussion is more focused on certain
points. We use the total number of quotes appeared in
a thread and the average number of quotes per post as
features.
• Number of Posts by Reply-Inducing Users. While

analyzing the Slashdot users, we have observed that the
average rating of posts a user creates is positively corre-
lated to the average number of replies the user receives
per post. Similar pattern of correlation is also reported
by Gómez et al.[7] If there are many users in a thread
who have received at least one reply every time they
write, we may assume that there would be many posts
by authoritative users. We count the total number of
posts written by such users and the ratio of the posts
to the total number of posts as features.

4.2 Features Reflecting Time Duration

• Duration of the Thread. The continuance of a dis-
cussion in terms of time may indicate continuous in-
terest of users toward a topic. We calculate the total
duration by the length of the time between the created
time of the initial post and the last reply post.
• Latency of Replies. This refers to the time elapsed

from a post receives a reply. We consider the total la-
tency time and the average latency time for individual
post pairs in reply-to relations.
• Duration of Replies to the Initial Post. This refers

to the time passed between the creation of an initial
post and the creation of each reply post. Many forum
sites choose to show posts simply in chronological or-
der rather than explicitly displaying reply-to relations
between posts. We consider the total duration and the
average duration for individual reply posts.

4.3 Features Indicating Authority of Initiator

Many forum sites display the name of the user who
initiates a thread (i.e., who writes the first post of the
thread requesting a discussion) in their index pages.
Readers may not notice anything directly from the
name when viewing the index page, but each user’s ac-
tivity log obtained from the site’s archive may contain
some useful indicators that would reflect the authority
of the user and, moreover, the quality of a new thread
the user initiates.
• Number of Initiated Threads. This refers to the

number of threads in the forum archive that have been
started by the initiator.
• Number of Participated Threads. This refers to the

number of threads that the initiator did not initiate but
participated by writing reply posts.
• Number of Reply Posts Written. We count the to-

tal number of the reply posts written by the initiator
of the thread as a feature.
• Number of Reply Posts Received. From the Slash-

dot data, we have observed that the number of reply
posts a user received has positive correlation to the av-
erage ratings of the posts the user generated. This ob-
servation indicates that high-quality posts induce more
reply posts. Here we consider the total number and the
average number of reply posts the initiator received per
post as features.
• Number of Revisiting Threads. This refers to the

number of threads in which the initiator wrote more
than one post. We consider both the total number and
the ratio of such threads to all threads the user partic-
ipated.
• Number of Participants Induced. This refers to

the number of users who joined discussion threads that
the initiator started. The total number and the aver-
age number of participants per thread started by the
initiator are used as features.
• Number of Revisiting Users Induced. This is simi-

lar to the previous one except that only the participants
who wrote more than one post in a thread are counted.
• Number of Co-Participants. This refers to the

number of other participants besides the initiator in
those threads that the initiator participated. It indi-
cates whether the initiator likes to join discussions with
many users or not. Here we use the total number and
the average number of co-participants per thread the
initiator participated.

4.4 Features on Authority of Participants

Not only the initiator who started a thread but users
that participated in the discussion can be another clue
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for predicting the overall quality of that thread. We
extract all the same activity features above also for all
the participants. Because there can be multiple par-
ticipants in a thread, we consider both the total num-
ber and the average number per participant as features.
For example, when calculating the number of initiated
threads, we consider both the number of all threads ini-
tiated by all the participants and the average number
of threads initiated per participant.

5 Experiment

5.1 Setup

During the second half of the year 2010, we have
crawled the complete archive of Slashdot website com-
prised of news articles as well as their subsequent user
comment threads. There have been cases where some
comments in the crawled archive refer to parent com-
ments that had not been successfully collected. There
were also cases in which comments did not have some
important information, such as timestamps, attached
to them. After removing those comments, we were fi-
nally able to compile a new Slashdot dataset consisting
of 444 912 comment posts in 2 878 news article pages.
This dataset has not been released to public yet, but we
have plan to share it upon request for research purposes
only, if appropriate. Table 1 shows the statistics of our
final Slashdot dataset. Note that the average rating of
posts in our Slashdot corpus is 2.12. Although Slashdot
recommends its visitors to view posts with rating of 3
or higher, only 26% of the entire posts were revealed
to have rating of at least 3 in our dataset. This im-
plies that discovering high-quality threads with worth
reading posts is a non-trivial task.

Table 1. Summary Statistics of Our Slashdot Dataset

Total number of news articles 2 878.00

Total number of threads attached to articles 29 384.00

Total number of posts attached to articles 444 912.00

Average number of posts per thread 15.14

Average rating of posts 2.12

Total number of users (registered) 42 842.00

We use the SVM-Light software[8] for training Rank-
ing SVM models with linear kernels. All feature values
are normalized in the range from 0 to 1 before train-
ing and testing. For the thread ranking task, we report
the performance of ranked thread lists in terms of nor-
malized discounted cumulative gain (NDCG)[9]. This
measure gives a high score to a ranked list where high-
quality threads are ranked higher than low-quality ones.
For the pairwise thread selection task, we report the er-
ror rate of preference pairs[4], which is simply the ratio
of the number of mistakenly ranked pairs to the number

of all pairs in the evaluation set. All experimental re-
sults are obtained through 10-fold cross validation. We
use two-tailed, paired t-tests for significance tests. We
set the p-value to 0.05, which means that we consider
the difference in effectiveness of two different methods
with p-value less than 0.05 as statistically significant.

In order to test whether our method can improve
performance in both tasks, we compare our approach
with three representative baseline approaches. First,
considering from the standpoint of a user or a search
engine crawler about to choose which thread to read
or index respectively, it would be ideal if the quality
indicator is observable directly from forum index pages
where choices of threads are listed. Thus, we choose
the number of posts in a thread (denoted as #Posts) as
our first baseline, since that information usually ap-
pears next to threads in most online forums’ index
pages. This baseline regards a thread with more posts
as of higher quality. We also consider the number of
users (denoted as #Users) as the second baseline in
similar context. The corresponding assumption is that
users will tend to gather around high-quality discussion
threads more than around low-quality threads. The last
baseline we consider is the pure text length of a thread
(denoted as Length). Although text lengths of threads
do not usually appear in forum index pages, such in-
formation can be easily extracted from threads without
complex content analysis. Length information has also
demonstrated its usefulness in determining the qual-
ity of other types of user-generated contents, such as
answers[5-6] and product reviews[10]. This last baseline
prefers longer threads to shorter threads.

5.2 Thread Ranking Results

We first investigate whether utilizing and combining
evidences from different aspects of threads can perform
effectively in thread ranking task scenario. Series of
thread ranking experiments were carried out by vary-
ing the thread quality metric for evaluation. The results
are summarized in Table 2. For example, the cell at the
intersection of the Proposed row and the ratio column
contains the NDCG score of the ranked list based on
the proposed method against an ideal ranking using
the rating ratio metric. Note that higher NDCG means
better performance. For the experiments, we were able
to collect 1 936, 1 935, 1 934, and 1 937 valid lists of

Table 2. NDCG Results from Thread Tanking

Ratio Abs Avg BAvg

#Posts 0.747 9 0.951 7 0.816 0 0.960 2

#Users 0.754 0 0.955 3 0.819 2 0.962 8

Length 0.753 5 0.939 6 0.815 3 0.949 0

Proposed 0.855 6 0.956 6 0.821 4 0.963 9
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threads for ranking (i.e., having more than two threads
with different scores) when the quality metric was set
to rating ratio (Ratio), absolute rating (Abs), average
rating (Avg), and Bayesian average rating (BAvg), re-
spectively.

One general observation is that all baseline ap-
proaches show convincing results. It is notable that
#Posts and #Users, both of which can be obtained
directly from forum index pages, show NDCG values
comparable to that of Length, which requires addi-
tional analysis of threads. All of the three baselines
indicate the amount of participation contributed to a
thread. On the one hand, these results imply that larger
threads with more posts and more users tend to have
higher chance of being high quality. On the other hand,
they also imply that there are cases in real world where
threads in smaller sizes have better quality.

The proposed method, which utilizes various thread
features, always achieves higher NDCG value than any
of the baselines across all thread quality metrics. The
performance improvement of the proposed method over
the best baseline on each run has been revealed to be
statistically significant using t-test. This result con-
firms that we can expect performance improvements in
thread ranking when quality indicators from various as-
pects of a thread are utilized. This also means that our
method makes better predictions in cases where smaller
threads have higher quality than larger ones.

5.3 Pairwise Thread Selection Results

The second set of experiments is designed to inves-
tigate whether the proposed method can demonstrate
its effectiveness in a more complex pairwise thread se-
lection scenario. Table 3 summarizes the error rate
(ER) results. We were able to collect 11 707, 11 299,
10 546, and 12 091 valid pairs of threads for the pair-
wise selection experiments when the criterion was set
to rating ratio (Ratio), absolute rating (Abs), average
rating (Avg), and Bayesian average rating (BAvg) re-
spectively. Note that for the results of the pairwise
thread selection task, a lower ER value means better
performance.

Table 3. Error Rate Results from Pairwise Thread Selection

Ratio Abs Avg BAvg

#Posts 0.677 0 0.212 0 0.516 2 0.190 4

#Users 0.669 4 0.209 9 0.516 8 0.192 3

Length 0.635 5 0.199 5 0.485 4 0.188 4

Proposed 0.343 7 0.177 4 0.432 7 0.164 2

Regardless of the choice of thread quality metric,
the proposed method outperforms all three baselines.
These results are analogous to those observed in the

previous thread ranking experiments. The difference in
effectiveness between the proposed and the best base-
line method for each run is also revealed to be statisti-
cally significant. This gives us a firm confirmation that
the proposed method is effective in discovering high-
quality threads.

5.4 Individual Feature Analysis

We now turn to an important question: which of the
thread features make most contributions in the predic-
tion of thread quality? Among different feature evalua-
tion schemes, we follow the method presented in [4] and
study the importance of individual features by analyz-
ing the learned Ranking SVM functions. More specifi-
cally, we analyze the individual feature weights learned
from training data. Here we only discuss topmost fea-
tures with highest absolute learned weights, because
the proposed method utilizes more than 50 unique fea-
tures. Broadly speaking, the topmost features can be
considered as influential ones. Moreover, a thread that
has large values for features that have relatively high
positive or negative weights should be ranked higher or
lower respectively in a global ranking of threads. By
studying the individual feature weights, it is also pos-
sible to expect which types of thread would get a high
ranking when the thread quality criterion is set to a
particular quality metric.

We first show the feature weights learned in the
thread ranking experiment when the criterion of thread
quality is set to rating ratio. Table 4 shows the re-
sult. For simplicity, we list aliases (which are self-
explanatory) of features instead of their full description.
The letter in parenthesis in front of an alias refers to
its feature type, i.e., S for Surface, T for Time, I for
Initiator, and P for Participant.

Table 4. Top Ten Features — Thread Ranking with

Rating Ratio

Feature Type Feature Weight

(S) ThreadAvgWidth −7.295 6

(S) NumRegisteredParticipant 5.425 2

(P) NumReplyReceived Participants 5.189 9

(S) AvgPostPerUser −4.457 8

(P) NumRevisit Participants −4.271 5

(P) NumCoParticipant Participants 3.833 2

(T) TotalReplyTime 3.652 3

(S) NumRevisitedUser 3.494 7

(P) NumReplyWritten Participants −2.840 5

(S) NumReplyPost −2.385 0

The learned weights are reasonable and make sense
intuitively. It appears that the Surface and Partici-
pant types are the most influential feature types when
we predict thread quality on the rating ratio basis.
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Among Surface type features, ThreadAvgWidth receives
the highest negative weight, which means that a thread
in which the shape is spread more horizontally receives
large negative ranking score. This seems natural since
wide thread widths often indicate that the thread car-
ries a post with a highly controversial content that
causes other people to write replies to argue or dis-
agree. NumRegisteredParticipant also seems to be im-
portant since registered users tend to generate more
useful posts than anonymous users. AvgPostPerUser
receives high negative weight; this implies that if there
are two threads with equal number of posts but dif-
ferent number of users, the thread with less users will
get more negative weights than the one with more
users. It is also interesting that a thread with many
reply posts (NumReplyPost) receives negative weights,
which indicates that the rating ratio metric values qual-
ity over quantity. Among Participant type features,
it is interesting that the existence of participants that
tend to receive more replies from others (NumReplyRe-
ceived Participants) and then write replies to others
(NumReplyWritten Participants) in a thread is a good
sign of thread quality.

We now examine whether the influential features
change when the problem is switched to pairwise thread
selection. The result is shown in Table 5. New features
that are newly promoted to high ranks have 4 signs
next to their aliases. We observe that many of the Sur-
face and Participant type features which showed strong
influence in the previous thread ranking also retain high
absolute feature weights. AvgPostPerUser receives the
highest absolute weight. However, it also appears that
in case of pairwise thread selection, the influence of
Time type features is greatly emphasized. Such fea-
tures include the total and average latency time be-
tween posts in reply-to relationship (denoted as Total-
ReplyTime and AvgReplyTime respectively) as well as
the average duration between the initial post and the
rest of posts in a thread (AvgDurationFromRoot). The
promotion of such Time features is as expected, since

Table 5. Top Ten Features — Pairwise Thread

Selection with Rating Ratio

Feature Type Feature Weight

(S) AvgPostPerUser −4.359 3

(T) TotalReplyTime 2.655 4

(S) ThreadAvgWidth −2.279 6

(P) NumCoParticipant Participants 2.221 3

(S) ThreadWidth (4) 1.759 2

(P) NumRevisit Participants −1.628 3

(T) AvgReplyTime (4) 1.520 4

(S) NumRegisteredParticipant 1.439 9

(T) AvgDurationFromRoot (4) −1.317 8

(P) AvgInitiated Participants (4) 1.092 8

the threads being analyzed in the pairwise thread se-
lection are the ones with same creation time.

We now show the feature weights learned in the
thread ranking experiment with the thread quality met-
ric set to absolute rating. Table 6 shows the result. The
interesting observation we have made here is that the
absolute weights of Surface type features have remark-
ably increased. The most prominent feature is shown
to be NumParticipant. This result confirms the obser-
vation we have made in Table 2 where #Users (equiva-
lent to NumParticipant) showed the best NDCG per-
formance among other baselines in the thread ranking
experiment across absolute rating metric.

Table 6. Top Ten Features — Thread

Ranking with Absolute Rating

Feature Type Feature Weight

(S) NumParticipant 15.645 2

(S) NumRegisteredParticipant 13.141 2

(S) ThreadAvgWidth 5.802 2

(S) NumReplyPost 5.695 6

(P) NumRevisit Participants −4.001 4

(P) NumInitiated Participants 3.917 9

(P) NumReplyReceived Participants 3.491 8

(I) NumReplyWritten −1.839 4

(S) ThreadWidth −1.797 2

(I) AvgNumParticipantBrought 1.780 1

We also note that ThreadAvgWidth and NumRe-
plyPost, which previously received negative feature
weights on the rating ratio basis, now have positive
weights. All of these Surface type features reflect the
amount of contributions made toward a thread. Such
results imply to us that the absolute rating criterion is
biased toward threads with more users and more posts
(i.e., values quantity over quality). It is also interest-
ing that not only Participant type features but Initia-
tor type features make appearance in topmost features
with highest absolute weights. It appears that a thread
initiated by a user who has not participated in other
threads for many times before (NumReplyWritten) but
initiated threads that induced large number of par-
ticipants in average (AvgNumParticipantBrought) has
higher chance of being ranked highly on the absolute
rating basis.

Table 7 shows the result of feature ranking when
the task is switched to the pairwise thread selection in
absolute rating basis. Surprisingly, Surface type fea-
tures almost dominate the topmost rankings. Besides
the ones that already received high feature weights in
Table 6, features such as InitPostLength and NumPost-
ByAuthorityUsers are newly appeared. These features
with positive weights support the previous observation
that absolute rating values quantity over quality. It is
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also interesting that Time features do not play a crucial
role in absolute rating basis.

Table 7. Top Ten Features — Pairwise Thread

Selection with Absolute Rating

Feature Type Feature Weight

(S) ThreadAvgWidth 5.417 8

(S) NumRegisteredParticipant 4.451 9

(S) NumParticipant 4.188 8

(S) ThreadWidth −2.624 7

(S) NumReplyPost 2.251 1

(S) InitPostLength (4) 2.086 8

(P) NumParticipated Participants (4) 1.945 9

(S) NumPostByAuthorityUsers (4) 1.910 7

(S) ThreadDepth (4) −1.869 3

(P) NumCoParticipant Participants (4) 1.636 7

We now discuss the topmost features for thread
ranking based on the average rating metric. The re-
sults are shown in Table 8. It appears that Surface and
Participant features are more influential than the other
types. The feature with the highest absolute weight
is revealed to be NumRegisteredParticipant. It surpris-
ingly has a high negative weight, which implies that a
thread may receive large negative weight if there are
too many registered participants in the thread. How-
ever, this does not mean that registered users tend to
create contents of lower quality than anonymous users;
the feature merely represents the absolute number not
the ratio. We believe this only indicates that a thread
may not be considered of high quality if there are too
many users creating posts in the thread, which is rea-
sonable in the case of the average rating since it would
not favor large threads with many users as much as the
previous absolute rating. It is also noteworthy that a
thread with longer initial post will receive higher rank-
ing (InitPostLength).

Table 8. Top Ten Features — Thread

Ranking with Average Rating

Feature Type Feature Weight

(S) NumRegisteredParticipant −6.601 4

(S) InitPostLength 3.793 3

(P) NumCoParticipant Participants −3.265 0

(T) AvgDurationFromRoot 3.135 9

(S) ThreadAvgWidth 2.757 3

(S) AvgPostPerUser −2.605 9

(S) NumRevisitedUser −2.474 7

(P) NumReplyReceived Participants 2.145 5

(S) NumReplyPost 1.932 4

(P) NumParticipated Participants 1.579 7

We observe that a thread will be ranked highly if the
participants tend to participate in many threads be-
fore (NumParticipated Participants) with small num-
ber of users (NumCoParticipant Participants), and

receive many replies from others (NumReplyRe-
ceived Participants). This intuitively represents the be-
havior of experts, who contribute to many threads that
have not had much contribution yet and also receive
many comments from others. Among Time type fea-
tures, AvgDurationFromRoot receives the most weight.
This implies that a long-living thread with long dura-
tions of time will be predicted of high quality.

Table 9 shows the analysis of topmost features in
pairwise thread selection experiment on the average
rating basis. Many of the features that appeared pre-
viously in Table 8 are replaced by new features in Table
9, but we note that AvgDurationFromRoot now receives
the highest absolute weight among all other features.
This result is also consistent with the observation we
made earlier from the pairwise thread selection experi-
ment on rating ratio basis. It is also interesting that Re-
plyPostAvgLength also appears below InitPostLength.
This implies that the length information of a thread is
taken into confidence in the process of thread quality
prediction in the average rating criterion. Both length
features have positive feature weights, which mean that
a thread with longer content length tends to receive
higher ranking score than a shorter thread. This result
also confirms the previous observation we have made in
Table 3 where Length baseline showed the lowest error
rate performance among all the three baseline features
in pairwise thread selection experiment on average rat-
ing basis.

Table 9. Top Ten Features — Pairwise Thread

Selection with Average Rating

Feature Type Feature Weight

(T) AvgDurationFromRoot 3.065 5

(P) NumInitiated Participants (4) 2.536 5

(S) AvgPostPerUser −2.462 3

(S) InitPostLength 2.384 7

(S) NumPostByAuthorityUsers (4) −1.789 5

(S) NumRevisitedUser −1.630 4

(P) AvgNumRevisit Participants (4) −1.386 3

(I) AvgNumParticipantBrought (4) 1.296 3

(S) ReplyPostAvgLength (4) 1.198 0

(I) NumRevisit (4) −1.089 1

We lastly analyze the feature weights learned when
the criterion of thread quality is set to Bayesian average
rating. Let us begin with Table 10, which shows the fea-
ture ranking results from thread ranking experiment.
We find that the result seems to be very similar to that
of the thread ranking experiment in absolute rating ba-
sis. The top three features with highest weights are
revealed to be NumParticipant, NumRegisteredPartic-
ipant, and NumReplyPost. This implies that Bayesian
average rating also gives high ranking scores to longer
threads with many users and many posts. Although
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Bayesian average rating of a thread is derived from the
average rating of posts, it has the tendency to become
closer to the average score of threads if it does not have
many posts in it, which means the number of posts still
acts as an important factor in the overall rating of the
thread. We believe this is the reason that the Bayesian
average rating metric shows a tendency more similar to
the absolute rating than the average rating.

Table 10. Top Ten Features — Thread Ranking with

Bayesian Average Rating Criterion

Feature Type Feature Weight

(S) NumParticipant 18.945 3

(S) NumRegisteredParticipant 15.160 7

(S) NumReplyPost 8.308 9

(S) ThreadAvgWidth 7.355 4

(P) NumRevisit Participants −4.137 5

(P) NumInitiated Participants 3.692 9

(P) NumReplyReceived Participants 3.109 0

(P) NumCoParticipant Participants 2.087 8

(I) AvgNumParticipantBrought 2.041 4

(S) NumPostByAuthorityUsers 1.998 0

Table 11 shows the analysis of topmost features in
pairwise thread selection experiment with Bayesian ave-
rage rating criterion. Again, the result looks very simi-
lar to that of the absolute rating basis. This result sup-
ports our previous observation in that Bayesian average
rating has a very similar tendency to absolute rating.

Table 11. Top Ten Features — Pairwise Thread

Selection with Bayesian Average Rating

Feature Type Feature Weight

(S) ThreadAvgWidth 6.904 8

(S) NumRegisteredParticipant 5.307 1

(S) NumParticipant 5.254 0

(S) NumReplyPost 2.811 3

(S) ThreadWidth −2.754 8

(P) NumParticipated Participants 2.463 8

(P) NumCoParticipant Participants 2.128 2

(S) NumPostByAuthorityUsers 2.074 6

(S) InitPostLength 1.980 2

(S) ThreadDepth −1.870 0

5.5 Feature Type Comparison

Here we report the effectiveness of the different fea-
ture types on predicting the quality of threads. Var-
ious Ranking SVM models were learned with individ-
ual feature types. Table 12 and 13 summarize the re-
sults. Bold figures mean the best performance within
the same thread quality metric. Here we find that Sur-
face type features outperform the other three types in
both task scenarios without being affected by the metric
of thread quality. This observation implies that the evi-
dence extracted from the surface of a discussion thread

contributes the most to the effective prediction of its
overall quality. Another interesting observation is that
the model learned only with Initiator type features per-
forms worse than the model learned with Participant
type features. This indicates that a thread initiated
by an authoritative user does not necessarily lead to a
high-quality discussion. This also might be due to data
sparsity since typically only a small number of initiators
are also active participants.

Table 12. NDCG Results of Individual Feature Types in

Thread Ranking Experiments

Feature Type Ratio Abs Avg BAvg

Surface 0.854 5 0.956 3 0.817 1 0.963 3

Time 0.845 1 0.939 3 0.807 9 0.949 0

Initiator 0.801 6 0.860 9 0.799 2 0.877 1

Participant 0.836 7 0.945 5 0.796 4 0.953 2

Table 13. ER Results of Individual Feature Types in

Pairwise Thread Selection Experiments

Feature Type Ratio Abs Avg BAvg

Surface 0.343 8 0.175 1 0.444 9 0.160 4

Time 0.361 0 0.218 0 0.444 9 0.202 8

Initiator 0.460 0 0.347 1 0.497 2 0.346 9

Participant 0.398 5 0.216 5 0.481 2 0.204 7

6 Related Work

The most related work to ours is the study on pre-
dicting the quality of posts in online forums. [12-13]
present a binary classifier that predicts whether the
quality of a forum post is good or bad by using both
linguistic and forum-specific features. [14] extends the
research by building a classifier that predicts the rat-
ing of forum posts in a finer level (i.e., low, medium,
and high). Their work uses a relatively larger dataset
for evaluations and reports that non-textual features
yield better performance than textual features, which
is noteworthy. [15] proposes to measure the quality
of forum posts by evaluating the post usage behavior
of the forum community. Also, [16] proposes a binary
classifier that predicts whether a forum comment is of
high quality or not by capturing information about its
length and how it is situated within a series of com-
ments. These studies focus on individual post as the
primary unit of quality assessment, whereas our work
is concerned with finding high-quality threads, which is
a series of posts built on a same topic. Combination
of the two approaches would be an interesting direction
for future work.

There also have been studies on forum content re-
trieval. [2] evaluates several algorithms for thread re-
trieval and finds that utilizing thread structure demon-
strates better retrieval performance. [3] investigates
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how the discovery of reply structures in threads can im-
prove the performance of both thread and post search.
[1] introduces a thread retrieval model that leverages
thread structure using inference networks and proposes
few non-textual features that help improve retrieval
performance. Our research is related to these ap-
proaches in that we utilize thread structure informa-
tion for assessing thread quality. However, we do not
compare our approach with existing forum retrieval al-
gorithms, because there is no query involved in the task
scenarios addressed in this paper.

Other recent studies on mining online forums include
the recovery of reply-to structures in a forum thread[17],
the mining of question-answer pairs in forums[18], the
finding of experts in forums[19], the automatic summa-
rization of threaded discussions[20], and the extraction
of opinions and influential users in forums[21-22]. [23]
introduces a recommender system for online forums,
where the goal is to recommend discussion topics to
users with consideration to the dynamically evolving
nature of the forum.

Studies from the E-learning community[24-25]

present tools that can visualize some quality indica-
tors of a discussion thread in a computer-aid learn-
ing environment to help decrease the manual workload
of human moderators who wish to monitor important
threads. Some visual quality indicators overlap with
the features proposed in this paper, but their effective-
ness have not been empirically evaluated on real world
forum data with actual ratings.

7 Conclusions

In summary, the contributions of this paper are three
fold. First of all, this is the first work to define and
address the problem of finding high-quality threads in
online discussion sites. We presented two new tasks
involving thread quality and considered them as rank-
ing tasks. Second, we proposed new ways to measure
the overall quality of a thread based on the aggregation
of its post ratings. This is meaningful in that forum
archives with post ratings can be used as an alternative
resource to learn useful relationships between threads
and their overall quality. Lastly, we not only demon-
strated on a real world thread data that utilizing va-
riety of non-content features for quality prediction is
effective but provided a careful comparative study of
the features that has not been reported previously. We
observed that many features for predicting thread qua-
lity show different degrees of contributions depending
on the thread quality criteria. In terms of feature types,
features extracted from the surface of threads were ob-
served to be the most effective feature type for predict-
ing thread quality in general.

For future work, we plan to perform extensive vali-
dation and comparison of the thread quality metrics
since we clearly do not know which of them is better
than the others. In particular, we plan to get user prefe-
rence judgments of threads using crowdsourcing web
services and validate whether these human judgments
actually correlate with any metric. If we can identify
the thread quality metrics that correlate with human
judgments, it would be interesting to derive the global
ranking of thread features conditioned on those metrics.
We also plan to confirm the results by applying other
learning-to-rank algorithms besides Ranking SVM and
do a more extensive feature comparison study by using
not only learned weights but other evaluation schemes.
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