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Abstract In this paper, we present the Tianhe-2 interconnect network and message passing services. We describe

the architecture of the router and network interface chips, and highlight a set of hardware and software features effectively

supporting high performance communications, ranging over remote direct memory access, collective optimization, hardware-

enable reliable end-to-end communication, user-level message passing services, etc. Measured hardware performance results

are also presented.
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1 Introduction

The Tianhe-2 (TH-2 or Milkyway-2) system, the

second generation of massively parallel supercompu-

ters in the TH series designed by National University

of Defense Technology (NUDT), was crowned as the

fastest supercomputer in the world on the 41st TOP500

list in June 2013 1○[1], having a peak performance of

54.9 petaflops in theory and 33.86 petaflops in Linpack

benchmark. The system is installed in the National

Supercomputing Center in Guangzhou, China, and cur-

rently has remained on top for two years. The Tianhe-2

project is sponsored by both the National High-Tech

Research and Development Program (863 Program),

administered by the Ministry of Science and Techno-

logy of China, and the government of Guangzhou. It

aims to break barriers of scale and complexity in high-

performance computing systems and continuously im-

prove computing efficiency in post petaflops era, and

plans to deliver a supercomputer achieving theoretical

peak performance of 100 petaflops by 2015.

Tianhe-2, like its predecessor, Tianhe-1A, still em-

ploys accelerator-based architectures. Each compute

node is equipped with two Intelr Xeonr E5-2600 pro-

cessors and three Intelr Xeonr PhiTM accelerators

based on the many-integrated-core (MIC) architecture,

delivering a peak performance of 3.432 teraflops. The

system is packaged in a compact structure. Each com-

pute rack has four compute frames, and each frame

contains one switch board, one monitor board, and 32

compute nodes packaged in 16 compute broads. The

system can be maximally configured with 144 racks,

up to 18 304 compute nodes and dedicated I/O nodes.

The operating system is a 64-bit Kylin OS optimized

to effectively support massive applications. Such mas-

sive parallelism in TH system puts high pressure on
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the design of interconnection network[2-3], which needs

to provide efficient data movement and integrate these

computational resources into a single system.

In order to fulfill the high communication require-

ment, Tianhe-2 uses proprietary interconnect, called

TH Express-2 network for high-bandwidth and low-

latency inter-processor communications. All network

logic is developed and integrated into two specific ASIC

chips, i.e., high-radix router chip and network inter-

face chip. Both of them adopt efficient mechanisms

to achieve high performance communications with re-

gard to bandwidth, latency, reliability, and stability.

The high-radix router chip has 24 8-lane ports with

the bidirectional bandwidth of 224 Gbps, and delivers

an aggregate bandwidth of 5.376 Tbps. The network

interface chip contains a full width 16-lane PCI-E 3.0

interface, and provides an interface between software

and hardware, enabling applications to access the high-

performance network fabric efficiently.

TH Express-2 network highlights a set of hardware

and software features effectively supporting high per-

formance communications. In the network interface,

we implement an efficient host interface upon PCI-E

3.0 that supports virtual ports and descriptor submis-

sion and achieves user-level message passing in virtual

address mode. We implement mini-packet (MP) for

low-latency and short massages, remote direct mem-

ory access (RDMA) for transfer of large amounts of

block data, and conduct collective optimization for bar-

rier and broadcast operations. In the network level, we

use many techniques to improve the reliability of high-

speed communications. We ensure reliable link-level

packet delivery through credit-based flow control, link-

level CRC, and packet re-transmission. Both determin-

istic and adaptive routings are performed to obliviously

balance network traffics. Moreover, the network inter-

face provides a reliable end-to-end connection mecha-

nism. We develop high performance message passing

services, leveraging the features of the router and net-

work interface chips, to efficiently support the execu-

tion of massively parallel programs from user space with

minimal software overhead.

This paper presents the state-of-the-art of our pro-

prietary interconnect. Section 2 introduces the chip

set and presents the architecture of high-radix router

and network interface. Section 3 describes the network

topology and Section 4 presents the detail of network

protocols. Section 5 introduces message-passing ser-

vices. Section 6 presents a summary of performance

results on the Tianhe-2 interconnect fabric. Section 7

highlights prior related work. Finally, Section 8 sum-

marizes the key features of TH Express-2 network.

2 Chip Set

Two high performance ASIC chips, network inter-

face chip (NIC) and network router chip (NRC), are de-

signed for TH Express-2 network using 40 nm process,

which enables indirect network topology, specifically fat

tree used in TH systems. NIC is a host interface chip

connecting a host node into the network. NRC is a

router chip with 24 high performance ports and imple-

ments high throughput switching among all its ports.

2.1 High Radix Router

The schematic of NRC is depicted in Fig.1. NRC

mainly contains three types of blocks: 24 identical net-

work ports (NPs), a big network-on-chip (NoC), and a

module for chip configuration and management (CCM).

2.1.1 High-Bandwidth Network Port

Compute nodes in TH systems adopt a heteroge-

neous architecture, and each node is composed of two

Intelr Xeonr CPUs and three Intelr Xeonr PhiTMs,

delivering a computing performance up to 3.4 teraflops.

This makes it a challenge for the network to provide a

well-balanced bandwidth in terms of bytes-to-flops ra-

tio, that is, the amount of network bandwidth relative

to each node’s floating-point capability.

In order to get ultra-high bandwidth, eight high

speed serial lanes, running up to 14 Gbps per lane, are

integrated in one network port. This is much more than

other router chips in current Top10 HPCs and hence

results in a 112 Gbps (224 Gbps for bi-direction band-

width) network port, twice greater than commercial off-

the-shelf InfiniBand FDR. Twenty-four network ports

are integrated in the NRC router chip, and thus the

throughput of the router reaches 5.376 Tbps, support-

ing the TH Express-2 network to be the most powerful

network in the world in 2014.

To make these eight independent lanes work coope-

ratively, we adopt some novel technologies, including

elastic-buffer based jitter tolerance, lanes de-skew, lanes

testing and selection based on built-in signal integrity

testing, lanes re-ordering based on a small crossbar,

rolling-CRC based packet checking, etc.

2.1.2 Tile-Based Switch Fabric

Traditionally, the input-queued crossbar organiza-

tion is often used in low-radix routers. As the port num-



Xiang-Ke Liao et al.: High Performance Interconnect Network for Tianhe System 261

NP 00 NP01 NP02 NP03 NP 04 NP05

NP 06

NP18

NP 17 NP16 NP15 NP14 NP 13 NP 12

NP07

NP08

NP09

NP10

NP11

NP23

NP22

NP21

NP20

NP19

TILE 00 TILE 01 TILE 02 TILE 03 TILE 04 TILE 05

TILE 10 TILE 11 TILE 12 TILE 13 TILE 14 TILE 15

TILE 20 TILE 21 TILE 22 TILE 23 TILE 24 TILE 25

TILE 30 TILE 32 TILE 33 TILE 34 TILE 35

RC 0

RC 1

RC 2

RC 3

CCM

TILE 31

Fig.1. Schematic for network router chip.

ber of the router chip and port bandwidth increases,

input-queued based crossbar does not scale efficiently

due to both the arbitration logic and the wiring com-

plexity growing quadratically with the number of in-

puts. To overcome these complexities, we use a hie-

rarchical organization similar to that proposed by [4].

The 24-port crossbar is split into 24 tiles. As shown in

Fig.1, the NRC router chip is organized as a 4×6 array

of tiles. Such a tile-based microarchitecture produces

regular structures and facilitates physical implementa-

tion.

Each tile is related to one bi-directional network

port, and contains all of the arbitration logic and buffer-

ing associated with that port. Once a packet enters a

tile, the destination output port is selected according to

its destination address and the routing strategy. Then

the packet is dispatched, through its row bus, to the

“crossing-point” tile which sites on the same row with

the input port and the same column with the selected

output port. Each tile dispatches data packets to the

six tiles on the same row, and receives data packets

from them. A 6×4 small crossbar is implemented in-

side each tile, routing packets from the six input ports

on the same row to the four output ports on the same

column. Packets destined for the same output port

from four tiles on the same column are collected and

routed along the row buses and reach the destination

port, where 4-to-1 multiplexer is implemented and the

packets are routed to the right output port.

Using this tile-based fabric, the large crossbar of

size 24×24 is simplified to 24 6×4 small crossbars. All

the 24 tiles can be designed identically. The front-

end logic design, verification and the back-end on-chip

wiring are dramatically simplified. Another advantage

of tile-based switch fabric is high throughput. As the

load from one input is distributed to six small cross-

bars, each small crossbar and the whole fabric can

get high throughput up to nearly 100%. According to

our experiment results, the 24-port NRC can get 96%

throughout for uniform random traffics.

It is worth noting that tile-based fabric consumes

more packet buffers compared with traditional input-

queue based crossbar. To mitigate the buffer usage

overhead, NRC uses customized dynamically allocated

multi-queue (DAMQ) to decrease the buffer size and

improve the buffer utilization, while still meeting tight

latency budgets. A novel DAMQ buffer management

mechanism is used to construct input buffers, row

buffers, and column buffers, and the test result shows

that memory requirements decrease by more than 30%

compared to statically allocated multi-queue (SAMQ).
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2.2 Network Interface Chip

The NIC architecture is showed in Fig.2. It includes

function modules of PCI-E interface, network interface,

descriptor submission, protocol engine, address transla-

tion cache (ATC), connection management, and receive

path.

PCI-E
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Translation 

Cache

Connection

Management

Receive Path

Network

Interface

Fig.2. NIC architecture.

PCI-E interface is used to connect NIC to the host.

It includes IP controller supporting 16-lane PCI-E 3.0

and other specific logics. Its main function is to serve

read and write requests coming from the internal modu-

les of NIC to the host memory.

Network interface is used to connect NIC to the net-

work. It contains an 8-lane 14 Gbps SerDes at physical

layer and link layer logics. It realizes the function of

sending and receiving the network packets.

2.2.1 Descriptor Submission

The descriptor submission module is responsible for

descriptor management and implements the submission

queues of virtual ports. Eight hardware-based descrip-

tor queues (HDQs) are organized as first-in-first-out

(FIFO) structures on the chip independently while 32

software-based descriptor queues (SDQs) are grouped

into eight DAMQs which are used to buffer descrip-

tors fetched from the memory. HDQs are designed for

low latency descriptor submission using limited on-chip

buffer resource, and SDQs are designed for high submis-

sion rate for many-core CPUs and accelerators. Once

the descriptors arrive at NIC and are buffered in the

corresponding queues, they will be scheduled in round-

robin fashion and submitted to the protocol engine.

The execution of collective descriptor sequence is also

realized in this module.

2.2.2 Protocol Engine and Address Translation Cache

The protocol engine is used to process MP and

RDMA descriptors. To improve bandwidth utilization

for short messages, multiple fully pipelined protocol

processing units are implemented to handle descriptors

in parallel.

During RDMA data transfer, the protocol engine

uses ATC to translate the virtual address into the PCI

address of physical pages. There is an address aligning

unit in the protocol engine, which helps byte alignment

between the local and the remote buffer of RDMA. Be-

cause the buffers in the kernel module are often allo-

cated in contiguous physical memory, RDMA can also

be set to bypass ATC. Thus the PCI address of physical

page can be contained directly in RDMA descriptors.

In order to support RDMA in virtual address mode,

NIC implements virtual address translation mechanism

to translate virtual address into physical address. The

whole address translation table (ATT)[5] is allocated

in host memory, and NIC provides an on-chip cache

named ATC to reduce the long latency of main mem-

ory access.

Before address transformation, the legality of each

virtual address must be checked. A memory checker

inside ATC is employed to detect the validity of virtual

address. ATC can store one million physical address

items recently used and adopts 8-way set associative

structure and least-recently-used (LRU) replacement

strategy. A deep non-blocking pipeline is implemented

to improve performance and bandwidth. When the to-

tal number of physical address items used by software

is smaller than one million, ATC can be configured to

a large buffer to achieve substantial improvement on

the performance of accessing the physical address. This

buffer is initialized by writing all physical address items

that will be used later, and then the latency of reading

these items can be largely shortened.

2.2.3 Connection Management and Receive Path

The connection management module implements

dynamic-context based reliable end-to-end communica-

tion mechanism. There are 256 sender contexts and

256 receiver contexts. Two fully pipelined context pro-

cessing engines are realized to handle data packets in

non-blocking mode. In order to reduce the negative ef-

fect of connection setup on data transfer delay, the data

fetch from the memory operations can overlap with the

processing of connection setup, which means that data

fetch can start before the connection setup.

The receive path module is used to parse network

packets and forwards them to appropriate modules.

The legality of network packets is checked here and any

illegal packets will be discarded. Pipelined and non-

blocking packet processing maximizes the bandwidth
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utilization of the network and the host. This module

also implements the management of the receive queues

of virtual ports.

3 Topology

It is important and challenging for the TH system to

adopt a high performance and scalable topology. Based

on high performance networking ASICs, the TH HPC

system can be constructed by following almost all prac-

tical topologies used by HPCs, such as mesh, torus and

fat tree. The main reason why the fat tree is chosen

is that, among all candidate topologies, the fat tree

can get the highest bisection bandwidth. The bisection

bandwidth per node in the fat tree is always equal to

the injection bandwidth of a node, no matter how large

the network is and how many levels of the tree should

be used.

Another merit for fat tree is that it can be used to

construct high density network with lowest cost. For

any subtree in a fat tree, the number of upstream ports

always equals the number of downstream port. This is

much less than any other candidate topologies. This

feature reduces the global links, which are usually used

in cabinet-to-cabinet connection and use expensive ac-

tive optical cables (AOCs), to a reasonable cost. For ex-

ample, a compute cabinet contains 128 compute nodes

in the TH system, and thus requires at most 256 AOCs

for upstream connection due to two AOCs per port.

To fit for the physical structure of TH supercom-

puters, TH Express-2 network uses 3-level fat tree as

shown in Fig.3.

In the first level, 32 compute nodes are connected to

one switch board, named NRM, in the compute frame,

forming a level-1 subtree. Routing within this level-1

subtree is carried electrically via PCB traces and the

mid-plane. In the second level, 12 compute frames

packaged in three racks, containing a total of 384 com-

pute nodes, are connected with one leaf switch using

active optical cables and make up a level-2 subtree. In

the third level, these level-2 subtrees are further con-

nected by top level switches. Leaf switches and root

switches are contained in standalone router cabinets.

All the switches, including NRM, leaf and root

switches, are built by NRC chips. The level-1 switch,

NRM, consists of six NRC chips that are connected to

form a 2-level fat tree, including three lower ones and

three upper ones. Each lower NRC chip connects up to

12 computing nodes and connects its 12 ports to the up-

per NRC chips. Each upper NRC chip outputs up to 12

optical ports using AOCs. Totally, one NRM connects

32 compute nodes and outputs up to 36 optical ports.

These 32 computing nodes and one NRM are physically

installed in a compute frame, and four compute frames

physically construct a cabinet. Due to network cost-

cutting, the number of output ports in one frame can

be reduced according to the system size. The level-2

leaf switch consists of only one NRC chip and outputs

its all 24 ports using 48 AOCs. One level-2 switch con-

nects its 12 ports to NRMs in 12 different compute

frames, or a group of three cabinets, and other 12 ports

to a level-3 switch. The level-3 root switch outputs 48

optical ports, and consists of six NRC chips connected

in a 2-level fat tree manner. Four of them are at the

lower level and two at the upper level. Up to 48 level-2

switches can be connected to a level-3 switch.

Using this 3-level fat tree topology, up to 144 cabi-

nets can be connected to construct a supercomputer
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Fig.3. Topology of TH Express-2 network.
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with up to 18 432 nodes. Replacing the 24-port level-2

switches with the 48-port switches, or some other cus-

tomized high density switches, the system can be ex-

tended to even larger scale.

4 Protocol

The TH-2 hardware protocol hierarchy is composed

of host interface protocol, transport protocol, and net-

work protocol. Fig.4 shows the relationship of these

three protocols. The host interface protocol defines how

software submits requests to hardware and how soft-

ware receives responses from hardware. The transport

protocol defines how user data is transported between

network ends. The network protocol defines how pac-

kets are transferred among the network.

Host Interface 

Protocol

Transport

Protocol

Network

Protocol

Host Host

PCI-E G3

PPE

NI

NIC

Host Interface 

Protocol

PCI-E G3

PPE

NI

NIC
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Fig.4. Hardware protocol hierarchy.

4.1 Host Interface Protocol

Hardware resources virtualization plays an im-

portant role in implementing protected user-level

communication[6-8], which provides each process an

exclusive programming view for using communication

hardware. When several processes run concurrently,

communication operations from different processes are

isolated without interference.

In order to support protected user-level communica-

tions, the host interface protocol exploits a mechanism

named virtual port (VP), which is a combination of a

small set of memory-mapped registers and a set of in-

memory data structures. All the data structures can

be mapped into user space so that it can be accessed

in user space concurrently with protection. The related

data structures are organized in several queues, includ-

ing on-chip HDQs, SDQs, mini-packet queue (MPQ),

event queue (EQ), interrupt queue (INTQ), and error

packet queue (EPQ).

4.1.1 Submission Queues

To support multiply processes submitting descriptor

simultaneously, the host interface protocol supports up

to 40 VPs in hardware. Among them, eight VPs re-

ceive descriptor through programmable IO (PIO) write

and the other 32 VPs fetch descriptor through direct

memory access (DMA). The two different types of VP

are organized in HDQ and SDQ respectively. HDQ and

SDQ have their specific advantages and it is up to sys-

tem software to choose the proper VPs to submit de-

scriptors.

HDQ is implemented in NIC directly and organized

as an FIFO structure. Software maintains the write

pointer of the FIFO structure and hardware maintains

the read pointer. Descriptor submission through PIO is

easy by writing descriptors to the HDQ queue directly

via PCI-E interface. Compared with SDQ, HDQ im-

plementation has less PCI-E transactions and relatively

lower latency from submitting descriptor to processing

it.

SDQ is implemented in memory and also organized

as an FIFO structure. However, the steps required to

fetch descriptors through DMA in SDQ are more com-

plicated. First, the software informs NIC to fetch de-

scriptor by writing the number of descriptors prepared

in host memory to a specific register within VP. Second,

NIC schedules the candidate VPs which have descrip-

tors to submit. Third, NIC requests to read descriptor

in host memory through PCI-E interface. Finally, NIC

receives the descriptor and stores it in the SDQ buffer

inside NIC. Compared with HDQ, SDQ could accom-

modate much more descriptors.

4.1.2 Receive Queues

In order to support polling hardware status in soft-

ware, NIC supports managing several queues in host

memory, which includes MPQ, EQ, INTQ and EPQ.

MPQ and EQ are independent for each VP while INTQ

and EPQ are shared by all VPs. Each memory queue is

organized as a FIFO structure, its write port is mana-

ged by NIC, through which NIC can put various pac-

kets into the queue, and the read port is managed by

software.

MPQ is a queue for receiving a mini-packet (MP),

a short two-sided communication packet. MPs are sent

by descriptors, and queued in the MPQ at the desti-

nation virtual port. To support large queue size, MPQ

supports virtual address mode.

EQ is used to handle various types of events report-

ing the completion of communication. EQ also supports
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virtual addressing mode.

INTQ is leveraged to save the interrupt information,

i.e., the interrupt type, source address, VP number, etc.

When INTQ is not empty, NIC triggers hardware inter-

rupt command to system software, and then the latter

could access INTQ to check which type of the interrupt

is triggered. NIC supports several types of interrupt,

including non-empty queue, error, descriptor defined

interrupt, etc.

EPQ is mainly for hardware debugging purpose.

When NIC receives an error network packet, NIC can

be configured to save this packet in EPQ, and then sys-

tem software can fetch the error packets from EPQ to

check the specific errors in network.

4.2 Transport Protocol

In transport level, TH Express-2 provides three re-

mote memory access methods: small data transfer,

block data transfer, and collective data transfer. To

improve reliability further, an end-to-end reliable com-

munication mechanism is also implemented in transport

level.

4.2.1 MP

MP is used for mini-packet transfer. When the data

size is no more than 120 bytes, the whole data can be

put into the descriptor instead of the memory. After an

MP descriptor is submitted, NIC can get the data from

the descriptor and send out the packet directly. When

the MP packet arrives at the destination, it will be writ-

ten into the corresponding MPQ in memory. Software

can detect the MP packet arriving by polling or inter-

rupt. As the latency of source memory access is saved,

MP transfer can support fast remote communication

for small data.

4.2.2 RDMA

RDMA is used for offload block data transfer and

supports RDMA GET and RDMA PUT operations. A

RDMA communication can support maximum 128 MB

data transfer.

When an RDMA PUT descriptor is submitted, NIC

will read the data from the source memory. After that,

the data will be packaged into a sequence of data pac-

kets and sent out to the network. After the data pac-

kets arrive at the destination, the data will be written

into the destination memory. Event or interrupt can

be used to indicate the completion of the transfer. If

the data size is no more than 96 bytes, the data can be

put into the RDMA PUT descriptor directly and im-

mediate RDMA PUT operation will be executed. Like

MP transfer, immediate RDMA PUT can transfer small

data with low latency.

When an RDMA GET descriptor is submitted, NIC

will package the descriptor into a request packet and

send it to the destination. After the request packet ar-

rives at the destination, the data will be read from the

destination memory and be packaged into a sequence

of data packets. Finally, these data packets will be re-

turned to the source and written into the source mem-

ory. Event or interrupt can be used to indicate the

completion of the transfer.

4.2.3 Collective Communication

In order to speed up collective communications in

MPI, offload mechanisms are provided in transport level

to accelerate collective operations[9-10]. The software

is required to construct a collective algorithm tree and

generate a collective descriptor sequence for NIC to ini-

tialize collective communication.

The execution of collective descriptor sequence is

triggered upon receiving a special control packet. When

the descriptor sequence is executed, NIC may perform a

series of swap operations to modify the memory address

and VP information of the descriptor in the descriptor

sequence using the data from the control packet.

In the broadcast procedure, a non-leaf node in the

collective algorithm tree needs to submit a series of de-

scriptors with the same data element to transmit data

to its child nodes. In order to reduce the descriptor

submission transactions, NIC defines a special descrip-

tor named collective descriptor which can be used for

multiple times in hardware. In this case, the software

need submit only one collective descriptor to facilitate

the broadcast from parent nodes to its child nodes in a

broadcast tree.

4.2.4 Reliable End-to-End Communication

Although link level retransmission can guarantee

point-to-point reliability, there still exists the possibi-

lity that some errors cannot be found by link level CRC

check. Moreover, soft errors happening on router chips

may not be corrected by their chip level reliable mecha-

nisms. Reliable end-to-end communication can recover

the errors that cannot be solved by reliable mechanisms

in link level or in router-chip level, and therefore can

improve the reliability of the network further.

A dynamic context based reliable end-to-end com-

munication mechanism is introduced in transport level
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and implemented in NIC. The contexts include sender

contexts and receiver contexts. They are all saved on

the chips and allocated on demand dynamically. A con-

nection needs to be set up between a sender and a re-

ceiver before the sender wants to communicate with the

receiver. Accordingly, a sender context and a receiver

context are allocated for the connection to save the cor-

responding information about it. When data transfer

is ended, the sender context and the receiver context

will be freed to close the connection. User level CRC

is used in data packets to ensure the data integrity.

When user level CRC errors occur, data packets will

be re-transferred. A timeout counter is used in the

context to detect any packet missing error. Data pac-

kets will also be re-transferred when packet missing er-

rors occur. The contexts provided by NIC are limited.

The sender contexts constrain the maximum connec-

tions which can be set up with the receivers simultane-

ously and the receiver contexts constrain the maximum

connections which can be accepted by the senders si-

multaneously. The descriptor processing will be paused

when the sender runs out of the sender contexts and the

connection setup requests will be NACKed and retried

when the receiver runs out of the receiver contexts.

MP, RDMA, and collective transfer can use end-to-

end communication mechanism to realize reliable data

communication. As a connection must be set up be-

fore each transfer, end-to-end communication mecha-

nism based transfer will incur longer latency. It is up

to software to trade off between performance and reli-

ability.

4.3 Network Protocol

The network protocol defines the uniform format of

messages processed by the transport protocol, and how

these messages can be packed, understood, routed, and

transferred in the network. The TH Express-2 network

protocol is designed for three important aims, simplic-

ity, high efficiency, and high reliability. Similar to 7-

level OSI model and TCP/IP protocol stack, the TH

Express-2 network protocol is also partitioned into seve-

ral levels, including physical level, link level, and rout-

ing level as shown in Fig.5.

4.3.1 PCS

The physical level protocol includes three sublayer

protocols, PHY, SerDes configuration and manage-

ment, and physical coding sublayer (PCS). The PHY

sublayer integrates 8-lane SerDes. Each lane runs at
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Fig.5. Network protocol stack.

up to 14 Gbps. Therefore, the physical bandwidth of

each network port is up to 112 Gbps. SerDes lanes can

be configured and downgraded to 10 Gpbs or 5 Gbps

mode, mitigating signal integrity issues.

PCS adopts four techniques to unify these eight

lanes into a whole channel. First, it codes and decodes

data to and from the PHY layer in 64/66 CODEC for-

mat. Second, it eliminates clock jitter caused by CDR

of the SerDes and lane skew among all eight lanes in the

same port using a small elastic buffer. Third, it tests

the signal integrity of each SerDes lane using some spe-

cial characters and frames. Up to four lanes can be

picked out and discarded due to signal integrity prob-

lems. If four more lanes are bad, PCS should inform

the SerDes configuration module to downgrade the data

rate of all SerDes in the port. Last, PCS receives packet

from link level, partitions packets into some flits, maps

these flits into SerDes lanes left, and does flow control

between link level and PHY level.

4.3.2 Link Level Protocol

The main target of the link level protocol (LLP) is

to make the unreliable channel provided by the physical

level into a reliable channel. Handshaking protocol ne-

gotiates working data rate between the two connected

ports, picks out those decent lanes and discards those

misbehavior lanes based on information provided by

PCS. Each port transfers heart beating packet perio-

dically when the link is in idle state to notify it is still

alive to the other end of the link.

The packet sent by LLP is attached with a 32-bit

CRC code, and this CRC code will be checked at the

receive end. If some errors occur, the corrupted packet

should be resent by the transmitter end using the well-

known Go-Back-N sliding window retry protocol.

Four identical virtual channels (VCs) are imple-

mented upon the physical channel in order to enhance

channel efficiency. A sophisticated credit based flow
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control strategy is implemented to archive high effi-

ciency with limited buffer resources. All four VCs share

a receiving buffer arranged in DAMQ manner to re-

duce SRAM resource needed and each VC is assigned

to a small part of private buffers to avoid VC deadlock.

Credits are partitioned into one shared part and four

private parts.

4.3.3 Routing Protocol

The TH Express-2 network is mainly designed for

fat tree topology but can also support some other

topologies such as mesh, torus. Each node in the net-

work is assigned a 20-bit physical identifier (ID). There-

fore, the network can support up to one million nodes.

Each network port in the router chip is assigned an

elastic routing table buffer (RTB). In order to sup-

port large-scale system routing with limited RTB items,

RTB is arranged in three levels, and each level is as-

signed some configurable RTB items to support cabinet

level, group level, and system level routing separately.

Two routing protocols, oblivious routing and fat

tree based multi-path adaptive routing, are supported.

For oblivious routing, each item in RTB includes just

one active destination port, and then at each step, only

one path can be selected. For multi-path adaptive rout-

ing, up to four active destination ports are included in

each RTB item, and at each step, the candidate path

with the least traffic load will be selected.

5 Software Support

Based on the features provided by TH Express-2 in-

terconnect, we develop high performance message pass-

ing services to fulfill the requirement of application and

system software.

5.1 Galaxy Express-2

The basic message passing infrastructure on TH

Express-2 interconnect is named Galaxy Express-2

(GLEX2), which utilizes the user-level communication

technology to drive the NIC network interface. With

the support of the memory management unit in CPU

and NIC, GLEX2 provides the protected and fully user-

level communication operations, bypassing the inter-

ference of operating system in critical communication

path.

The user-level interfaces of GLEX2 provide users

with the MP and RDMA data transfer operation, and

the RDMA operation can transfer the data in user space

buffers directly. All operations are non-blocking, in or-

der to better support the overlap of communication and

computation in the applications. The kernel-level in-

terfaces GLEX2 provides are utilized by other kernel

modules for data transfer. TCP/IP driver module is

implemented in the kernel, and thus the traditional net-

work services and MPI above TCP/IP can be running

on TH Express-2 interconnect. A custom gPXE module

is also implemented in BIOS, which uses the TCP/IP

protocol for booting the diskless compute node via TH

Express-2 interconnect.

Because GPU and MIC have been used widely in

high performance systems to accelerate computation,

in GLEX2, we also implement the GPU-Direct techno-

logy for supporting zero-copy GPU data transfer, and

the GLEX-Direct technology for supporting the MIC

symmetric mode programming.

5.2 Message Passing Interface

MPI on TH Express-2 interconnect, MPICH-

GLEX2, is an optimized port of the Argonne Na-

tional Laboratory’s MPI implementation: MPICH 2○.

MPICH adopts a hierarchical structure with the lowest

channel level performing data transmission based on

specific interconnect interface. One of the most popu-

lar channel implementations is Nemesis channel[11],

which specially emphasizes on a highly optimized on-

node messaging system and a multi-method capable

framework for implementing network modules (Net-

mod). MPICH2-GLEX2 mainly extends a Netmod for

Nemesis, providing high performance message passing

through hybrid multiple data transfer channels using

MP and RDMA operations.

An MPI process can use a shared RDMA (SR) chan-

nel for message passing with all other processes. Com-

munication resources in the SR channel are divided

equally into blocks for copying and RDMA transferring

the user buffers. The copying and RDMA operations

will be performed in pipelining to improve bandwidth.

To improve the scalability, a dynamic credit-based flow

control protocol is implemented in SR channel[12-13].

Credits between processes can be increased, especially

for the processes which have intensive communication

between them. Thus we can implement the balance be-

tween the resource consumption and the performance

improvement. An exclusive RDMA(ER) channel can

also be created between two processes for message pass-

2○MPICH2: High-performance and widely portable MPI. http://www.mcs.anl.gov/research/projects/mpich2/, Jan. 2015.
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ing. Communication resources in the ER channel are

used only by these two processes. The message sender

manages the communication resources and uses RDMA

PUT for data transfer. Thus the ER channel has

lower latency. Some MPI applications show a nearest-

neighbour communication pattern[14]. ER channels can

be created between processes with frequent message

passing, and the SR channel is used for communica-

tion with other processes. This can improve the perfor-

mance and scalability.

Based on the RDMA features and the Long Mes-

sage Transfer (LMT) protocol in the Nemesis channel,

MPICH-GLEX2 supports zero-copy long message data

transfer using RDMA GET operation. A user space

registration cache 3○[15] is utilized to reduce the over-

head of memory registration management in RDMA

operations.

TH Express-2 interconnect adopts a load-balanced

routing based on a hierarchical look-up table. In this

routing protocol, data packets may be transmitted out

of order through the network. Sequence number is used

in all data transfer channels in MPICH-GLEX2 to re-

cover the correct message order according to the MPI

specification.

Offloaded optimization of collective communication

utilizes the override interfaces of MPICH communica-

tor. Implementation of offloaded collective communica-

tion consists of three phases: initialization, posting the

operation sequences, and testing for completion. Ini-

tialization is performed on the creation of communica-

tor, and the tree topology for the collective algorithm

is constructed with the information of group members.

Each process knows its parent and children in the tree,

getting the addresses of virtual port and the reserved

internal buffers of them. In current implementation,

the tree topology can be k-nominal tree or k-ary tree.

In the tree topology, data transfer in many collective

communications such as barrier and broadcast can be

executed by NIC automatically. Host CPU can be of-

floaded to do other computations. This can avoid the

affection of system noise and reduce the latency of MPI

collective communication.

6 Performance Measurements

Some performance results of TH Express-2 inter-

connect network are depicted in this section. In the

testing, each compute node is equipped with two In-

tel Xeon E5-2660 processors at 2.2 GHz with 64 GB

memory. Benchmark programs include both the cus-

tomized benchmarks we developed using GLEX2 inter-

faces and the OSU MPI benchmarks developed by Ohio

State University.

6.1 Point-to-Point Performance

Based on the user-level interfaces of GLEX2, we

conduct Ping-Pong tests to measure the latency be-

tween neighbor nodes under different communication

mechanisms.

The minimum point-to-point latency, 0.76 µs, can

be acquired when payloads are embedded into the de-

scriptor and are written into NIC using PIO directly,

that is, using PIO virtual port and immediate RDMA

PUT operation. Any other configuration modes will ac-

cumulate other factors that affect latency and lead to

higher latencies. For example, when testing using DMA

virtual port and immediate RDMA PUT, the latency is

0.96 µs. Additional latency is induced because the de-

scriptor and payload data are fetched through another

DMA operation after the PIO operation.

MPI latency between two neighbour compute nodes

under two test situations is depicted in Fig.6. The first

one uses immediate RDMA PUT through the ER chan-

nel to transfer short messages, denoted by PIO-ER, and

the second one uses MP through the SR channel to

transfer short messages, denoted by PIO-SR. PIO-ER

shows a slightly shorter latency than PIO-SR.
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Fig.6. MPI latency between neighbour nodes.

As more and more cores are integrated in one pro-

cessor and one compute node, the number of MPI pro-

cesses per node increases rapidly. We test MPI latency

between two nodes with multiply processes per node us-

ing osu multi lat benchmark, as shown in Fig.7. When

the number of MPI processes increases from 2 to 14,

the average MPI latency almost keeps the same when

3○MVAPICH: MPI over InfiniBand, 10GigE/iWARP and RoCE, 2013. http://mvapich.cse.ohio-state.edu/, Jan. 2015.
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the message length is below 4 KB. The test result in-

dicates that high message rate can be achieved in TH

Express-2 interconnect network.
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Fig.7. Average MPI latency vs number of MPI processes.

The diameter of fat tree network in TH-2 is 9

hops. Communication between a pair of nodes may go

through 1, 3, 5, 7 or 9 hops. We have tested the latency

for varying number of hop distances and the results are

shown in Table 1. According to the test result, one-

hop latency is approximately 100 ns. Some additional

latency is induced by long distance transport through

optical fiber.

Table 1. Multi-Hop Latency

Hop Latency (ns) Fiber Length (m)

1 1 760 0

3 1 952 0

5 1 254 10×2

7 1 659 10×2+20×2

9 1 863 10×2+20×2

Fig.8 depicts test results of unidirectional MPI

bandwidth between neighbour nodes. Similar to la-

tency tests, the ER channel gets better bandwidth for

short messages than the SR channel due to lower pro-

tocol overhead. For long messages, the ER and the SR

channel show the same result by using zero-copy ren-

dezvous protocol. The peak bandwidth between two

neighbour nodes is 12 005 MB/s.

Fig.9 shows test results of bidirectional MPI band-

width between two neighbour nodes. The ER chan-

nel still gets better performance in short messages than

the SR channel. The peak bidirectional bandwidth is

23 200 MB/s. The test implies that no performance

downgrade could occur in bidirectional communication

in TH Express-2 network.
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6.2 Aggregated Bandwidth

We run OSU all-to-all performance tests in diffe-

rent network scales and message sizes. Due to path

collision in fat tree topology, optimum results cannot

always be achieved. We first test the peak aggregated

bandwidth using some node pairs specially selected ac-

cording to our routing strategy such that no path colli-

sion could occur under this situation. The result shows

that bandwidth per node is 11.8 GB/s, nearly the same

as the peak bandwidth we can get. This means there

are no resource bottlenecks inside the NRC switch fab-

ric. 100% throughput can be achieved and the trans-

fer performance of data throughput will not downgrade

when flow switching mode is configured, i.e., one in-

put port only transmits data to one output port. We

further test the aggregated bandwidth using random

node pairs without any path optimization, as shown in

Fig.10. The result shows that nearly 68.75% of peak

bandwidth can be obtained under random flow traffics.

6.3 Collective Communication Offload

Some collective operations such as barrier and

broadcast are supported in TH Express-2 intercon-

nection network. For MPI-barrier, a k-ary tree or a
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k-nominal tree can be constructed in the interconnect

network, and synchronization operation between two

nodes in the tree is offloaded into the NIC chip and im-

plemented with triggered MP operations automatically.

Fig.11 depicts the MPI-barrier latency test result using

the algorithm of k-ary tree. The result shows the of-

floaded barrier implementation gets better performance

than that through point-to-point (pt2pt) message pass-

ing, and the acceleration ratio increases rapidly espe-

cially when nodes included in the barrier operation are

at a large scale.

7 Related Work

Interconnection networks keep being a highly in-

novative area, and striving to keep pace with rapidly

increasing levels of concurrency and greater demand

for communication performance. User-level operations

and zero-copy data transfer are two key state-of-the-art

techniques for high performance communication. Most

existing interconnect systems adopt these techniques,

such as IBM BlueGene/Q[16-17], Fujitsu Tofu[18], Cray

Gemini[19], and InfiniBand 4○. Through the user-level

operation and improved logic design, we achieve rather

small point-to-point latency in TH Express-2 intercon-

nect.

Reliability becomes more and more crucial for fu-

ture large-scale computer systems, especially for highly

complicated interconnect[20]. Gemini interconnect does

not provide end-to-end reliability in hardware, while

it resorts to software protocol to maintain reliability.

In InfiniBand, a one-to-one connection is required be-

tween two processes to deliver end-to-end reliable data

transfer, which requires more resources at large scale.

In the new generation of TH Express-2 interconnect,

we introduce a reliable end-to-end communication in

NIC, while simplifying the implementation of scalable

message passing services and requiring less resource at

large scale. The efficiency of hardware reliability will

be further evaluated in the future.

Hardware-assisted collective operations have been

investigated extensively in literature. Some of the re-

cent approaches in InfiniBand are [9, 21-22], which opti-

mize collective communication at different layers in the

interconnect fabric. In PERCS[23], a special collective

acceleration unit is used to speed up collective opera-

tion. Our previous work[3] demonstrates that we can

achieve good performance results using NIC-assisted

collective operations. We believe it is necessary to ex-

plore hardware-software co-design to achieve the best

result, especially exploiting the hardware offload col-

lective to overlap computation and communication.

8 Conclusions

The performance of HPC systems is often limited

by network bandwidth and latency characteristics. TH

Express-2 network is designed for applications with

high bandwidth and low latency requirements. In this

paper, we described the architecture of TH Express-2

network in terms of system topology, network router

and interface chips, and message passing services.

The high-radix router chip, NRC, has 24 8-lane

ports with the bi-directional bandwidth of 224 Gbps,

and delivers an aggregate bandwidth of 5.376 Tbps.

NRC uses a hierarchical organization to mitigate the

buffer requirements, and uses some novel technologies,

such as dynamic buffer allocation, adaptive routing

4○InfiniBand architecture specification, volume 1, 2013. http://www.infinibandta.org/, Jan. 2015.
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based on hierarchical look-up table, intelligent network

management, low-latency scrambler, improved rolling

CRC, and so on.

Network interface chip, NIC, provides an interface

between software and hardware, enabling applications

to access the high-performance network efficiently. It

contains a full width 16-lane PCI-E 3.0 interface con-

nected to the compute node. NIC achieves several

advanced mechanisms to support scalable high perfor-

mance computing, including protected user-level com-

munication, RDMA, offloaded collective mechanism,

etc.

Reliability becomes more and more important to the

high performance interconnect. TH Express-2 network

provides a lot of management techniques to improve its

RAS capability. The interconnect fabric achieves reli-

able link-level packet delivery through link-level CRC

and packet re-transmission. NIC provides a reliable

end-to-end connection mechanism. These RAS features

enable both real-time and historical status monitoring

and facilitating fault locating.

The system software for message passing services

is optimized to efficiently utilize the new generation of

TH Express-2 network. GLEX2 communication system

provides the basic message passing infrastructures for

other software subsystems. An optimized MPI library,

MPICH2-GLEX2, is implemented, and extends a Net-

mod for Nemesis, providing high performance commu-

nication with hybrid MP and RDMA data transfer.

In the future, more efforts are needed to study the

emerging interconnect topologies and routing protocols

for future larger-scale Tianhe systems. It is also im-

portant to integrate more network functionalities into

a single chip.
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