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Abstract With the explosion of online communication and publication, texts become obtainable via forums, chat mes-

sages, blogs, book reviews and movie reviews. Usually, these texts are much short and noisy without sufficient statistical

signals and enough information for a good semantic analysis. Traditional natural language processing methods such as

Bow-of-Word (BOW) based probabilistic latent semantic models fail to achieve high performance due to the short text

environment. Recent researches have focused on the correlations between words, i.e., term dependencies, which could be

helpful for mining latent semantics hidden in short texts and help people to understand them. Long short-term memory

(LSTM) network can capture term dependencies and is able to remember the information for long periods of time. LSTM

has been widely used and has obtained promising results in variants of problems of understanding latent semantics of texts.

At the same time, by analyzing the texts, we find that a number of keywords contribute greatly to the semantics of the

texts. In this paper, we establish a keyword vocabulary and propose an LSTM-based model that is sensitive to the words

in the vocabulary; hence, the keywords leverage the semantics of the full document. The proposed model is evaluated in

a short-text sentiment analysis task on two datasets: IMDB and SemEval-2016, respectively. Experimental results demon-

strate that our model outperforms the baseline LSTM by 1%∼2% in terms of accuracy and is effective with significant

performance enhancement over several non-recurrent neural network latent semantic models (especially in dealing with

short texts). We also incorporate the idea into a variant of LSTM named the gated recurrent unit (GRU) model and achieve

good performance, which proves that our method is general enough to improve different deep learning models.

Keywords short text understanding, long short-term memory (LSTM), gated recurrent unit (GRU), sentiment classifi-

cation, deep learning

1 Introduction

Short texts are very prevalent on today’s websites,

such as forums, tweets, microblogs, commodity reviews

and short messages. They have played an increasingly

important role in our daily lives. Compared with long

texts, dealing with short texts is a big challenge accord-

ing to the following characteristics.

1) Short texts do not always observe the syntax.

Methods that work on long and well-organized texts

fail on short texts, such as Part-of-Speech (POS) tag-

ging and dependency parsing methods[1-4].

2) Short texts are less than 140 words, having lim-

ited, even ambiguous context. Thus, short texts usu-

ally do not contain sufficient statistical signals. Bow-of-

Word (BOW) based probabilistic latent semantic mod-
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els do not work better in tasks with short texts than

with long texts[5-8].

These characteristics bring a significant amount of

ambiguity for understanding the semantics of short

texts. Many approaches were introduced to relax

them[2,9-18]. In [2], models are improved from three

aspects: text segmentation, POS tagging, and concept

labeling. In the aspect of text segmentation, a short

text is divided into a sequence of meaningful compo-

nents, and this method is improved from the Longest-

Cover method[19-20]; in the aspect of POS tagging, not

only lexical features but also the semantics is considered

as tag POS; in the aspect of labeling, type detection

is incorporated into the framework of short text un-

derstanding, and instance disambiguation is conducted

based on all types of contextual information[19-20]. In

[12], an n-gram model is suggested. In [14, 16-17], topic

models are used to analyze the latent topics of short

texts that help to extract potential semantic structures.

In [15, 18], features are extended and carefully selected.

All these improved methods mentioned above are

still BOW-based methods. They do not consider the

term dependencies, or just consider adjacent term de-

pendencies like n-gram models[21-22]. Term dependen-

cies contribute significantly to the semantics of short

texts. For example in Table 1, text 1 and text 2 have

the same vocabularies, yet the wording of the sentences

is shuffled. As a result, the meanings of them are to-

tally different. Term dependencies hide in sequences,

but BOW-based models fail to capture the hidden dy-

namics in sequences. On the contrary, the long short-

term memory (LSTM) network, an extension of recur-

rent neural network (RNN), which was proposed by

Hochreiter and Schmidhuber[23], is promising. It is ex-

plicitly designed to capture the dependencies between

words, even in a long distance. Unlike n-gram models

that suffer from long-term memory property, the nature

of LSTM is observed to remember the information for

long periods of time, which is consistent with long-term

memory requirement. The LSTM model takes every

single word as the input for processing of temporal pat-

terns rather than BOW tokens or sentences. Imitating

human memory mechanism, it memorizes words one by

one.

Table 1. Lower-Cased Sample Texts

Text

1 tom help a dog win the game.

2 the game help tom win a dog.

By analyzing texts, we find that a number of essen-

tial words (we call essential words as keywords in the

rest of the paper) contribute greatly to the semantics

of them. It is similar to the process of human memo-

rization. For example, when reading a text, people are

always impressed by a few words or phrases. For ex-

ample, from the sentence “Such a wonderful day. I like

it.”, we can see that the words “wonderful” and “like”

contribute more to understanding the semantics than

the rest of the sentence.

We developed a latent semantic model based

on LSTM, called Memory-Enhanced Latent Semantic

model (MLSM@DASFAA) in [24]. MLSM@DASFAA

pays more attention to the keywords, and leaves more

room in the memory block for them. As a result, key-

words provide a leverage to the semantics of the full

document, and short texts can be better understood. In

this paper, we improve MLSM@DASFAA by introduc-

ing the exponential decay of keyword impression, and

incorporate this idea into a variant of LSTM named

gated recurrent unit (GRU) which achieves better ef-

fect.

The contribution of this paper is non-trivial in that

we put forward a solution of exploiting topics of multi-

granularity and present a systematic way to seamlessly

integrate the topics and produce discriminative features

for short text classification. This is the first time of

leveraging multi-granularity topics for classification as

far as we know.

The rest of the paper is organized as follows. We

first discuss related work in Section 2. Then we pro-

pose our models (MLSM based on LSTM and MLSM

based on GRU, where the former one is improved from

MLSM@DASFAA and the latter one is developed based

on GRU) in Section 3. In Section 4, we describe the two

datasets, present a keyword selection method, construct

a deep neural network with our model, and obtain the

results. In Section 5, we discuss the importance of term

dependencies in memorizing and understanding short

texts, and discuss the role of keywords in distinguish-

ing memory. Finally, we draw the conclusion.

2 Related Work

2.1 Latent Semantic Models

Latent semantic models (LSMs) can measure the

similarity between documents, no matter whether they

have the same words or not. They address the language

discrepancy between documents by grouping different

terms which frequently occur in similar contexts into
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the same semantic cluster[21]. For example, the latent

semantic analysis (LSA) projects high-dimensional vec-

tor space representation of a document into a lower di-

mensional vector space[25]. The low-dimensional rep-

resentation is full of semantics and can be under-

stood by the system. The singular value decomposi-

tion (SVD) is introduced to realize this process by re-

taining a certain number of the largest characteristic

values and eliminating the noises of the middle ma-

trix. The refactored middle matrix describes the se-

mantics more exactly[26]. Extended from LSA, prob-

abilistic topic models such as the Probabilistic LSA

(PLSA)[27], the Latent Dirichlet Allocation (LDA)[28],

and the Bi-lingual Topic model (BLTM)[29] have been

proposed and successfully been used to mine the seman-

tics of documents. In recent years, neural networks,

especially deep learning networks[30], have been intro-

duced to promote the development of LSMs[21,31-32].

Salakhutdinov and Hinton demonstrated that hierar-

chical semantic representations of a document can be

extracted via a deep learning structure[33]. RNN-based

models are a kind of deep learning structures. They

utilized the contextual information of a document to

help understand the document. Our work is based on

an extension of RNN: LSTM.

2.2 Long-Term Dependencies

RNN has a hidden layer which is capable of memo-

rizing recent words. The hidden layer connects previous

information to the present task that is like a memory

block flowing through time. The memory mechanism

helps capture term dependencies, further to understand

a document. It has been successfully applied in many

natural language processing (NLP) tasks, such as pre-

dicting next word given contextual information[34-35].

Compared with feed-forward neural networks, RNNs

are characterized by the ability of encoding past in-

formation, and hence are suitable for sequential mod-

els. The Back-Propagation Through Time algorithm

(BPTT) and the Real-Time Recurrent Learning algo-

rithm (RTRL)[36] extend the ordinary BP algorithm to

suit the recurrent neural architecture; however, RNNs

have the problem of memorizing long past information.

With BPTT or RTRL, error signals tend to vanish af-

ter steps of flowing, incapable of changing weights. As

a result, long-term dependencies are hard to learn[37]

(see detailed analysis in (1)∼(3)[38]). The error signal

for the j-th unit at time step t − 1 can be formulated

as follows:

ϑj(t− 1) = f ′

j(netj(t− 1))Σiwijϑi(t), (1)

where ϑ is the error signal, f ′(·) is the partial derivative

of the activation function, net(·) is the input, and wij

is a weight parameter for two neurons from the t − 1

and the t time step. The target error has been removed

from (1), because it is zero when the unit belongs to

the non-output layer.

Derived from the above equation, we get the error

signal for the j-th neuron at the time step of t − q

(q > 1). The error is scaled by:

∂ϑj(t− q)

∂ϑi(t)

=







f ′

j(netj(t− 1))wij , if q = 1,

f ′

j(netj(t− q))Σn
l=1

∂ϑl(t− q + l)

∂ϑi(t)
wlj , if q > 1.

(2)

The above equation is expanded as follows:

∂ϑj(t− q)

∂ϑi(t)
= Σl1 · · ·Σlq−1

Πq
m=1f

′

lm
(netlm(t−m))×

∂ϑj(t− q)

∂ϑi(t)
=wlmlm−1

,

T = Πq
m=1f

′

lm
(netlm(t−m))wlmlm−1

. (3)

If |T | > 1, the error will increase exponentially with

the increase of q; if |T | < 1, the error will vanish with

the increase of q. In practice, we will always meet the

error vanishing problem.

LSTM has fixed this problem by introducing a mem-

ory cell, named constant error carrousel (CEC). It is a

self-connected device that keeps constant error signals,

even from a far distance.

2.3 Long Short-Term Memory Network

The LSTM network[23], as an extension of RNN,

plays an important role in text understanding. It is

born with the ability to retain information over a much

longer period of time than 10∼12 time steps, which is

the limit of RTRL and BPTT models. Fig.1 depicts the

LSTM structure[39], and the symbols are illustrated in

Table 2, where subscripts t and t − 1 are the current

time step and the previous time step, respectively. C is

like a conveyor belt. Along the belt, information flows.

Through f and i, old information is attenuated and new

information is inserted. Through o, the model produces

the output for current time step. C is the key of the
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LSTM structure. It keeps the information for long pe-

riods of time. Thus this structure supports long-term

dependencies. The following equations mathematically

abstract this process[41].

ft = δ(Wf × [ht−1,xt] + bf), (4)

it = δ(Wi × [ht−1,xt] + bi), (5)

ot = δ(Wo × [ht−1,xt] + bo),

C ′

t = tanh(WC × [ht−1,xt] + bC),

Ct = ft ×Ct−1 + it ×C ′

t,

ht = ot × tanh(Ct),

where vectors inside the square brackets are concate-

nated.

Ct֓

ft it

xt

Ct

ot

ht

Ct

ht
ht֓

'

tanh

tanh

Two Lines Intersect But Do Not Touch

σσσ

Fig.1. LSTM network.

Table 2. Symbols for LSTM

Symbol Description

Wf , Wi, Wo,
Wz

Weight vectors for the forget, input, output
and update gates respectively

WC Weight vector for the input

bf , bi, bo, bC bz Offset values

h Output

δ Sigmoid function

tanh Hyperbolic tangent function

x Input

f , i, o, z, r Forget, input, output, update and reset gates
respectively

C Memory cell (CEC)

C′ New candidate value

×, ⊗ Element-wise product of two vectors

∗ Product of a vector and a scalar, or product
of two scalars

⊕ Element-wise addition of two vectors

1− Each element of a vector is subtracted from
1

There are many variants of LSTM which promote

the development of learning long-term dependencies.

In [40], a sigmoid layer called the “forget gate layer”

is proposed to eliminate the part of old information

from CEC, and free up more memory space for newly-

incoming information. In [41], gate layers monitor the

cell state through “peephole connections”. In [42], Gr-

eff et al. coupled the forget and input gates into one.

The coupling leads to reduced computational comple-

xity and slightly higher accuracy. They also observed

similar effects by removing the peephole connections.

In [43], a simplification of the LSTM architecture is

proposed, named GRU. It removes all peephole con-

nections and the output gate, couples the forget and

input gates into an update gate, and introduces a re-

set gate to control the information flowing through the

recurrent connections.

In this paper, we develop a novel variant of LSTM

to enhance the key information of the document with

long-term dependencies. For the convenience of de-

scription, the model improved from LSTM will be called

the LSTM-based model, and the model improved from

GRU will be called the GRU-based model.

3 Memory-Enhanced Latent Semantic Model

We improve MLSM@DASFAA by introducing ex-

ponential decay of keyword impression, and develop a

new model based on GRU. Experimental results show

that our idea works well not only on the baseline LSTM

but also on variants of LSTM.

3.1 Enhancing Memory of Keywords

Fig.2 depicts MLSM based on LSTM. Keywords are

introduced to affect the forget and input gates. The red

line illustrates this affection. Mat is matching function.

E is key-memory-enhancing function. E′ is context-

weakening function. They are formulated as follows:

Mat(wt,K) =

{

0, if wt /∈ K,

kvj |wt = kj , otherwise,
(6)

where wt is current input word, K is a dictionary whose

keys make a list of keywords and whose values are levels

of importance. K = {k1 : kv1 , k2 : kv2 , . . . , kj : kvj , . . . }.

In our task of sentiment analysis, a keyword is a senti-

ment word, and the value represents the corresponding

word’s sentiment polarity. kj is the j-th keyword, kvj
is the value of sentiment polarity of kj . kvj is in the

interval between 0.0 and 1.0. The larger the value, the
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more the word contributing to the semantics. If a cur-

rent word does not belong to K, the function returns

zero. The construction of the keyword dictionary will

be discussed in Subsection 3.2.

Ct֓

xt

ht֓

tanh

Keywords

Mat

tanh

σσ

ht

Ct

ht

ot

ft' it'

Ct'
E' E

σ

Fig.2. MLSM structure based on LSTM.

By further analyzing user memorization, we find

that users not only are stuck in the mind by keywords

but also have some impression on following adjacent

words. We therefore assume that the impression con-

forms to the exponential decay. Fig.3 illustrates this

assumption and (6) is modified as follows:

Mat(wt,K)

=

{

Mat(wt−1,K) ∗ e−Mat(wt−1,K), if wt /∈ K,

kvj |wt = kj , otherwise,
(7)

where wt is current input word and wt−1 is previous in-

put word, Mat conforms to the exponential decay until

it meets another keyword.

E(i,Mat) = (1 +Mat) ∗ i,

E′(i,Mat) = (1 −
Mat

2
) ∗ i,

where i is the input gate of baseline LSTM ((5)).

Such a wonderful day . I like it .

(a)

(b)

Fig.3. (a) User is only impressed by the keywords ((6)). (b)
User’s impression conforms to the exponential decay ((7)).

Then we get a revised input gate and a forget gate:

it = (1 +Mat) ∗ δ(Wi × [ht−1,xt] + bi), (8)

ft = (1−
Mat

2
) ∗ δ(Wf × [ht−1,xt] + bf). (9)

This revised input gate carefully controls the flows

of newly-incoming information. The more important

the newly-incoming word, the more the information

getting through. The revised forget gate weakens

the reserved old information. The more important

the newly-incoming word, the less the old informa-

tion retained, i.e., the more memory blocks emptied for

newly-incoming information. Thus, keyword informa-

tion flows are enhanced and normal word information

flows are weakened. This model enhances the memory

of keywords.

GRU is an extension of LSTM. It combines the

forget and the input gates into a single update gate,

merges the cell state and the hidden state, and intro-

duces a reset gate rt to control the flow of old informa-

tion. If the newly-incoming word belongs to the list of

keywords, less old information would be retained and

more newly-incoming information would get through.

Thus, we divide the update gate into two gates: zt

controls the flow of newly-incoming information and z′

t

controls the flow of old information. The two gates are

mathematically formulated as follows:

zt = Mat+ (1 −Mat) ∗ δ(Wz × [ht−1,xt] + bz), (10)

z′

t = (1 −
Mat

2
) ∗ (1− δ(Wz × [ht−1,xt] + bz)). (11)

The structure of our model based on GRU is shown in

Fig.4.

xt

ht֓

Keywords

Mat

֓

tanhσ σ

ht

zt

rt

zt'

E/E'

Fig.4. MLSM structure based on GRU.

The pseudo code of LSTM-based MLSM is shown in

Fig.5. Here, num steps is the loop count of the network,

inputsentence is a sentence of the text whose words will
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be fed into the model one by one, inputtopics is the key-

word set, topicpolarity is the polarity value of the cor-

responding keyword which is calculated using (7), the

input is generated using inputsentence and previous-

step output, f and i (the subscripts are omitted for

simplicity) are forget and input gates which come from

(4) and (5), respectively, f ′ and i′ (the subscripts are

omitted for simplicity) come from (8) and (9), respec-

tively, and state is the state of the hidden layer which

has memorized the whole sentence.

Initialize inputsentence֒ inputtopics

state/self⊲initial_state

for time_step in range ↼num_steps↽.

       if inputsentence♭time_step♯ in inputtopics.

              state/state Τ f' ⇁ input Τ i'

       else:

              state/state Τ f      ⇁ input Τ i

return state 

Fig.5. Pseudo code of LSTM-based MLSM.

The pseudo code of GRU-based MLSM is shown in

Fig.6. Here, zz is the update gate of baseline GRU, z

and z′ (the subscripts are omitted for simplicity) come

from (10) and (11), respectively, and other symbols are

the same as above.

Initialize inputsentence֒ inputtopics

state/self⊲initial_state

for time_step in range ↼num_steps↽.

       if inputsentence♭time_step♯ in inputtopics.

              state/state Τ z' ⇁ input Τ z'

       else:

              state/state Τ ↼֓zz↽ ⇁ input Τ zz

return state 

Fig.6. Pseudo code of GRU-based MLSM.

3.2 Keyword Dictionary

Keywords make the most useful part for under-

standing a document. Especially with a short text

which does not contain sufficient statistical signals, key-

words emphasize the intent of a user who has presented

the text. Thus keywords can be utilized to better in-

terpret what the user wants to express. The sentiment

analysis task is asked to pick keywords that would be

good indicators of sentiment polarity. Many pairs of

word and polarity make a sentiment dictionary, which

is also called keyword dictionary. Table 3 lists several

sentiment words and the corresponding polarity values,

where polarity values have been normalized in the inter-

val between 0.0 and 1.0. This table only considers the

polar intensity, ignoring positive and negative factors.

Table 3. Keyword Dictionary for Sentiment Analysis

Keywords Polarity

Ornery, crotchety, cantankerous 0.875

Good, do good, goodness, not bad, benefit 0.875

Hot 0.750

Sorry, sad, pitiful, grim, gloomy, dreary 0.625

In this paper, a keyword dictionary is built from

SentiWordNet 3.0[44-45], and it is used to help enhanc-

ing the memory of the essential words in the text. Sen-

tiWordNet is a lexical resource for opinion mining. It

assigns to each synset of WordNet[46] three sentiment

scores: positivity, negativity and objectivity, where the

objective score (i.e., ObjScore) is obtained by the equa-

tion “ObjScore = 1 − (PosScore + NegScore)”, PosS-

core is the positive score, and NegScore is the negative

score. If the positive score is greater than the absolute

value of the negative score, we select the positive score

as the sentimental polarity of the word. On the con-

trary, we select the absolute value of the negative score

as the sentimental polarity of the word. In other words,

the sentimental polarity of a particular word would be

either positive or negative determined by which score

is bigger. Table 3 lists several words with their polar

values.

4 Experiments and Results

4.1 Experimental Settings

We evaluate the proposed models on two datasets.

The detail is as follows.

1) IMDB[47] is a large movie review dataset includ-

ing a set of 25 000 highly polar movie reviews for train-

ing and 25000 for testing, totally 50 000 reviews, and

the polarity labels are either positive or negative. All

reviews are grouped into four subsets according to the

length of texts:

• short texts with the length of less than (including)

140;

• medium length texts between 141 and 200;

• ordinary length texts between 201 and 400;

• long texts greater than 400.

In addition, a group of total reviews is considered.

2) SemEval-2016 Task 4[48] consists of 6 000 tweets,

and three polarity labels are considered: positive, nega-

tive and neutral. All tweets are short because of the

length less than 140 words.
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In order to evaluate our model with a sentiment

analysis task, we introduce our model into a senti-

ment analysis framework (Fig.7). The input sequence

{x0,x1, . . . ,xn−1} represents a review. And each xi,

i = 0, 1, . . . , n − 1, is a word encoded using one-

hot representation 1○. The embedding layer projects xi

from a high dimensional vector space into a lower di-

mensional space which has 128 dimensions in our study.

The CECs in the MLSM layer produce a sequence {h0,

h1, . . . , hn−1}. Then h is obtained by drawing maxi-

mum elements of this sequence at each bit over all time

steps in the max pooling layer. At last, h is fed to a

logistic regression layer whose output is a binary classi-

fication label which represents positivity with 1 or nega-

tivity with 0.

Logistic Regression

Max Pooling

MLSM

Embedding Embedding Embedding

MLSM MLSM

x x xn֓

hn֓hh

h

...

Fig.7. Framework used in the sentiment analysis task, into
which MLSM is introduced.

We have five RNN-based frameworks:

MLSM LSTM, Baseline LSTM, MLSM GRU,

Baseline GRU, and MLSM@DASFAA[24], where

MLSM LSTM and MLSM GRU are sentiment anal-

ysis frameworks into which our proposed LSTM-based

and GRU-based models (MLSM layer in Fig.7) are

incorporated, respectively, and basic LSTM and ba-

sic GRU models are incorporated into Baseline LSTM

and Baseline GRU, respectively. For the convenience

of description, we call the RNN-based frameworks as

RNN-based models in the rest of the paper, i.e., the

RNN-based model refers to any of the five frameworks,

the MLSM-based model refers to MLSM LSTM or

MLSM GRU, and the baseline model refers to Base-

line LSTM or Baseline GRU. RNN-based models are

trained using the Back Propagation algorithm (BP)

and the mini-batch learning[49].

Comparative study is performed within the five

RNN-based models and other non-RNN LSMs. Each

RNN-based model has 128 neurons in the hidden layer

and uses the optimization algorithm Adadelta[50]. The

non-RNN LSMs are three LDA-based models and one

word2vec-based model. The three LDA-based models

are different in the vector representation of topic words:

words are projected into a 30-dimensional vector space

in lda1, 100-dimensional vector space in lda2, and 200-

dimensional vector space in lda3. The word2vec-based

model uses a 100-dimensional vector space to represent

words. The four non-RNN models utilize support vec-

tor machine (SVM) to classify documents. IMDB and

SemEval-2016 datasets are separately used with these

models. The comparison of their accuracies is shown in

Table 4. Table 5 lists the comparison of the four RNN-

based models in the lost metric. The loss metric reflects

the error between the real output and the expected out-

put. The fewer the errors, the more robust the model.

In both tables, the best score for each dataset/subset

is marked in bold.

Table 4. Accuracy Study of LSMs with IMDB and SemEval-2016

Model Dataset

IMDB SemEval-2016

6 140 6 200 6 400 > 400 All

lda1-svm 0.785 7 0.804 9 0.816 9 0.816 8 0.800 8 -

lda2-svm 0.778 3 0.809 8 0.825 2 0.819 1 0.808 8 -

lda3-svm 0.773 9 0.807 4 0.816 1 0.808 4 0.808 9 -

word2vec-svm 0.802 0 0.826 0 0.847 0 0.822 0 0.828 0 -

Baseline LSTM 0.865 3 0.864 7 0.864 3 0.864 8 0.864 9 0.708 5

MLSM LSTM 0.877 4 0.878 8 0.878 8 0.877 9 0.879 3 0.724 1

Baseline GRU 0.864 5 0.864 8 0.864 5 0.865 0 0.864 8 0.708 0

MLSM GRU 0.8788 0.879 3 0.878 6 0.878 5 0.878 5 0.724 7

MLSM@DASFAA 0.878 0 0.878 8 0.878 8 0.878 0 0.878 9 0.724 1

1○One-hot representation is a word-encoding method that encodes every word into a long sparse vector. Each bit of this vector
represents a unique word, and one bit will be set to 1 if a certain word is encoded but the rest bits will be set to 0. The length of the
vector is the size of the vocabulary which usually includes all unique words in a dataset.
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Table 5. Loss of LSTM-Based Models with IMDB and SemEval-2016

Model Dataset

IMDB SemEval-2016

6 140 6 200 6 400 > 400 All

Baseline LSTM 0.457 2 0.456 3 0.456 7 0.456 6 0.456 6 0.591 1

MLSM LSTM 0.451 1 0.451 4 0.451 2 0.451 1 0.451 0 0.580 8

Baseline GRU 0.457 1 0.456 7 0.456 4 0.456 4 0.456 6 0.590 9

MLSM GRU 0.450 9 0.451 3 0.450 8 0.451 0 0.450 9 0.580 4

Furthermore, several optimization algorithms are

used in the four RNN-based models (MLSM LSTM,

Baseline LSTM, MLSM GRU and Baseline GRU), re-

spectively. And for simplicity, only datasets with short

texts and the evaluation metric of accuracy are consi-

dered, i.e., texts including no more than 140 words and

comparative study in term of accuracy. Comparison re-

sults are shown in Fig.8 (on IMDB, no more than 140

words) and Fig.9 (on SemEval-2016).
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Fig.8. Accuracy study of RNN-based models with different op-
timization algorithms on texts including no more than 140 words
of IMDB.
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Fig.9. Accuracy study of RNN-based models with different op-
timization algorithms on SemEval-2016.

4.2 Experimental Results

In terms of accuracy of LSMs, we evaluate the ac-

curacy metric within nine models which are five RNN-

based models and four non-RNN LSMs. As shown

in Table 4, RNN-based models have higher accuracy,

i.e., they work better than non-RNN LSMs, especially

with short texts. MLSM LSTM, MLSM GRU and

MLSM@DASFAA enhance the effectiveness of base-

line LSTM and GRU models, which shows the key-

word impression helps the baseline models better un-

derstand texts. In most experiments (IMDBs where the

length is less than 140, less than 200 and greater than

400, and SemEval-2016), MLSM GRU achieves bet-

ter scores than MLSM LSTM and MLSM@DASFAA,

which shows our development on GRU works better.

In order to measure the loss of RNN-based mod-

els, we evaluate the loss metric within four RNN-based

models (MLSM LSTM, Baseline LSTM, MLSM GRU,

Baseline GRU). Table 5 lists the evaluation results:

MLSM-based models have less validation loss, i.e., they

work better than baseline models.

Furthermore, in order to evaluate the robust-

ness and flexibility of our improvements, we evaluate

the four RNN-based models (MLSM LSTM, Base-

line LSTM, MLSM GRU, Baseline GRU) with several

optimization algorithms to demonstrate the effective-

ness of our improvements. Five optimization algorithms

are used, they are Adagrad[51], Adadelta[50], Gradient-

Desent (GD), Momentum, and Adam[52]. Fig.8 and

Fig.9 show the comparative results in term of accuracy:

models with Adadelta and Adam work better; MLSM-

based models have higher accuracy, in other words, ob-

viously our method is superior to the baseline models.

Results above show that the proposed models are

effective and robust, especially in dealing with short

texts. The non-RNN LSMs decline in effectiveness with

short texts, but the proposed models work stably and

outperform the baseline LSTM and GRU.
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5 Discussions

Compared with traditional LSMs, RNN-based mod-

els take into account the dependencies between words.

The dependencies are conducive to understanding

texts, and they are significantly effective especially

when dealing with short texts. As shown in Table 4,

the RNN models have higher accuracy than all the non-

RNN LSMs. When dealing with short texts, we find the

accuracy of the non-RNN LSMs drops sharply, and the

effectiveness of the RNN-based models remains stable.

Term dependencies could be utilized through the mem-

ory of words. The more words memorized, the more

contextual information counted. Therefore, previous

researches have focused on how to extend the length of

memory[42,53].

Actually, memory length is not the sole factor to

be considered in understanding texts. And every sin-

gle word in a text does not contribute equally to the

semantics. Some words in the text usually get more

attention. In other words, our brain prefers to pick up

keywords and to draw on memory to understand texts.

Therefore, the keywords are more likely to catch rea-

ders’ eyes. Through long-term training, people can en-

hance the semantic understanding by showing different

memory for different words in texts. For example, when

reading the sentence mentioned in Section 1: “Such a

wonderful day. I like it.”, we are impressed by the two

words “wonderful” and “like”, and other words in the

sentence may be ignored unconsciously. The mecha-

nism of distinguishing memory is helpful for people to

grasp the key points, thus enhancing the understanding

of texts. As we can see in Table 4, MLSM LSTM and

MLSM GRU have the ability of distinguishing memory,

and thus, they have higher accuracies than baselines.

And the rest of the experiments show similar results.

6 Conclusions

RNN-based models are sequential models, capable

of memorizing sequential data such as texts. In this

paper, we showed the importance of keywords. They

are beneficial for understanding the semantics. The

proposed models (MLSM based on LSTM and MLSM

based on GRU) are further used to perform sentiment

analysis. MLSM outperforms the baseline LSTM and

GRU respectively by 1%∼2% in terms of accuracy. Es-

pecially in dealing with short texts, the performance

upgrade still exists. In addition, we obtained quite

similar gains with different optimization algorithms.

It shows the generalizability of our method. In other

words, our method is general enough to be applied to

different RNN-based models. In the future, we would

like to apply our work in dealing with other NLP tasks,

such as query suggestion, web search recommendation,

and movie recommendation.

As we can see in Fig.3, the exponential decay of

memory is unidirectional, yet people have an impres-

sion not only on the post-words but also on the pre-

words. In the future, we would associate our model

with bi-directional RNNs to address the problem.
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