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Abstract Intellectual property (IP) protection is one of the hardcore problems in hardware security. Semiconductor

industry still lacks effective and proactive defense to shield IPs from reverse engineering (RE) based attacks. Integrated

circuit (IC) camouflaging technique fills this gap by replacing some conventional logic gates in the IPs with specially

designed logic cells (called camouflaged gates) without changing the functions of the IPs. The camouflaged gates can

perform different logic functions while maintaining an identical look to RE attackers, thus preventing them from obtaining

the layout information of the IP directly from RE tools. Since it was first proposed in 2012, circuit camouflaging has become

one of the hottest research topics in hardware security focusing on two fundamental problems. How to choose the types

of camouflaged gates and decide where to insert them in order to simultaneously minimize the performance overhead and

optimize the RE complexity? How can an attacker de-camouflage a camouflaged circuit and complete the RE attack? In

this article, we review the evolution of circuit camouflaging through this spear and shield race. First, we introduce the

design methods of four different kinds of camouflaged cells based on true/dummy contacts, static random access memory

(SRAM), doping, and emerging devices, respectively. Then we elaborate four representative de-camouflaging attacks: brute

force attack, IC testing based attack, satisfiability-based (SAT-based) attack, and the circuit partition based attack, and

the corresponding countermeasures: clique-based camouflaging, CamoPerturb, AND-tree camouflaging, and equivalent class

based camouflaging, respectively. We argue that the current research efforts should be on reducing overhead introduced

by circuit camouflaging and defeating de-camouflaging attacks. We point out that exploring features of emerging devices

could be a promising direction. Finally, as a complement to circuit camouflaging, we conclude with a brief review of other

state-of-the-art IP protection techniques.
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1 Introduction

The continually increasing design complexity and

design cost have led to the globalization of integrated

circuit (IC) design and fabrication, where rogues may

exist in all phases of the supply chain. Design intellec-

tual property (IP) infringement, IC counterfeiting and

overbuilding, hardware trojans, side channel attacks,

and others have caused serious security and economic

concerns in semiconductor industry[1-4]. A major en-

abler of these malicious behaviors is reverse engineer-

ing (RE), which has been developed along with the ad-

vances in IC design for good purposes such as fault anal-

ysis, chip testing and verification. However, rogues can

use commercially available RE tools to clone, pirate,

or counterfeit a design, which is defined as dishonest

RE[5]. Dishonest RE has helped to discover security

vulnerabilities in critical commercial and military sys-

tems because it provides the rogues a good understand-

ing of the victim design 1○[6], and economically, it has

resulted in billions of dollars loss each year 2○.
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The traditional digital circuit watermarking and fin-

gerprinting techniques[7-10] are passive IP protection

schemes because they do not prevent RE from hap-

pening or make it more difficult. Watermarks and fin-

gerprints can be embedded into the IP to make each

instance of the IP unique. When necessary, they can

be revealed to show the authorship or ownership of the

IP and identify the parties that misuse the IP. Although

it is hard or impossible to completely remove the wa-

termark and fingerprint, RE attackers can still extract

valuable information from the IP and reproduce the IP

illegally. The existence of watermarks and fingerprints

in the IP can only deter RE, and will not increase the

complexity of RE.

Circuit camouflaging is a technique that is applied

in combinational logic of application specific integrated

circuit (ASIC), which proactively hides the layout in-

formation of IPs in aim to make RE exponentially more

difficult[11-13]. Specifically, it hides the design informa-

tion of IC by replacing some conventional logic gates

with specially designed camouflaged cells (called cam-

ouflaged gates), in which the camouflaged gates have

been configured to perform one of the multiple func-

tionalities (the same as that of the replaced conven-

tional logic gate) while maintaining an identical look to

RE attackers. Therefore, while the attacker performs

top-down reverse engineering, he/she will not know the

functionalities of the camouflaged gates and has to pay

additional efforts to guess. Once he/she is not able to

resolve the real functionalities of all the camouflaged

gates, he/she will get an incomplete or deceived netlist,

and thus fail to reverse engineer the IC.

As shown in Fig.1, when two conventional logic

gates are replaced by camouflaged cells, even with the

help of RE tools, an attacker will not be able to iden-

tify the real functionalities of the camouflaged gates and

have to try other ways[12].
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Fig.1. Attackers not knowing the functionalities of camouflaged
gates C1 and C2[12]. Gi denotes the traditional logic gates, and
Ii and Oi denote input and output signals, respectively.

The design of the camouflaged cells relies on the

general belief that RE technology is normally 2∼3

generations behind the latest CMOS (complementary

metal oxide semiconductor) design technology. That

is, the CMOS design features cannot be completely re-

verse engineered in several years. Therefore, special

logic cells (or camouflaged cells) can be designed to have

identical look from the top-view but can be configured

to perform one of the multiple functionalities.

In order to defeat circuit camouflaging, various de-

camouflaging attacks have been proposed: the IC test-

ing based attack applies testing principles to resolve the

functionality of each camouflaged gate[12], satisfiability-

based (SAT-based) attack 3○ utilizes SAT solver to

gradually prune incorrect functionality combinations

of camouflaged gates[14-16], brute force attack[12,17]

searches for the correct functionalities for the camou-

flaged gates by enumerating all possible combinations,

and circuit partition based attack[17] partitions cam-

ouflaged gates into multiple sub-circuits to attack sep-

arately. These powerful attacks spearhead the efforts

of circuit de-camouflaging and have become legitimate

threats to the effectiveness of circuit camouflaging.

Fortunately, with the invention of each circuit de-

camouflaging attack, corresponding countermeasures

are also introduced: the clique-based method selects

interfered gates for camouflaging in order to thwart IC

testing based attack[12], multiplexer-based camouflag-

ing increases the brute force complexity[18-19], equiva-

lent class guided camouflaging hampers circuit parti-

tion based attack[19], and CamoPerturb[20] and AND-

tree camouflaging[21] force the attacker to call the SAT

solver exponential amount of times.

This fierce race between sharpening the spears of de-

camouflaging tools and making the camouflaging shield

more robust has quickly elevated the sophistication and

maturity level of circuit camouflaging. We believe that

such alternative “spear and shield” process is making

circuit camouflaging the most effective countermeasure

against RE-based attacks. This article reviews the re-

search advance in state-of-the-art circuit camouflaging

(with an emphasis on the race between various de-

camouflaging attacks and the corresponding defending

mechanisms), and then analyzes existing challenges and

future development directions for circuit camouflaging.

The rest of this article is organized as follows. In

Section 2, we introduce the basic concepts of circuit

camouflaging and elaborate the existing approaches to

creating camouflaged cells. In Section 3, we explain in

3○Boolean satisfiability problem. https://en.wikipedia.org/wiki/Boolean satisfiability problem/, Nov. 2016.
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details the representative de-camouflaging spears. The

countermeasures to strengthen the camouflaging shield

are presented in Section 4. We point out some applica-

tions, research needs and challenges for circuit camou-

flaging in Section 5. Section 6 gives a brief survey on

other methods for IP protection and provides a compa-

rison between these methods and circuit camouflaging.

The paper is concluded in Section 7.

2 Foundation: Camouflaged Cells

Camouflaged cells form the foundation of circuit

camouflaging technique, and they are used to replace

some selected conventional logic gates in the circuit.

To keep the function of the camouflaged circuit un-

changed, camouflaged cells need to be configured to

perform different functionalities, which are the same

as those of logic gates being replaced, and they at the

same time maintain an identical look to RE attackers.

In addition to this basic requirement, they should also

perform as many functionalities as possible to increase

the confusion level, and simultaneously incur small or

no performance overheads (such as area, power, and

timing). In this section, we summarize the technologies

that have been proposed to build the camouflaged cells.

2.1 True/Dummy Contact Based

Camouflaged Cell

One of the most popular ways to build camou-

flaged cells is with true/dummy contacts[11,22-25]. A

true contact spans the dielectric between two adjacent

metal layers to represent an electrical connection, and

a dummy contact has a gap in the middle to fake the

connection between layers. One possible implementa-

tion is to modify the shape of polysilicon to create ex-

tra overlaps between polysilicon and metal layers and

use true/dummy contacts to connect the layers. With

different configurations for the contacts being true or

dummy, the camouflaged cells can have multiple possi-

ble functionalities.

It is infeasible to differentiate between connection

(true) and isolation (dummy) of a camouflage connector

for real-world RE attackers. On one hand, the contacts

appear identical from the top view even under opti-

cal or electron microscopy[25-27]; on the other hand, for

chemical erosion and imaging-based top-down reverse

engineering, the camouflage connectors that are placed

in bottom layers are almost eroded when the attacker

reaches the layer. The attacker will not know whether

a broken/isolated connector is due to chemical erosion

or camouflaging[12,24].

Therefore, given that the only difference of the cam-

ouflaged cells is the true/dummy configuration for con-

tacts, these camouflaged cells will appear to be identical

to RE attackers. {NAND, NOR, XOR}, {INV, BUF},

and multiplexer-based camouflaged cells in the litera-

ture are examples of such true/dummy contact based

camouflaged cells.

2.1.1 {NAND, NOR, XOR} Camouflaged Cell

Fig.2 demonstrates the layout of {NAND, NOR,

XOR} camouflaged cell, in which 19 true/dummy con-

tacts are inserted. Vdd and Gnd are short for Voltage

Drain Drain and Ground, respectively. Different con-

figurations to implement NAND, NOR, and XOR are

listed in Table 1[12].

Vdd

Gnd

A

B

Y

Fig.2. Camouflaged layout of {NAND, NOR, XOR} cell[12]. A

and B denote input signals, and Y denotes the output signal.

Table 1. True/Dummy Contact Configurations of the

Camouflaged Cell to Implement Different Functionalities[12]

Functionality Contact

True Dummy

NAND 2, 4, 6, 8, 11, 12, 16,
17

1, 3, 5, 7, 9, 10, 13,
14, 15, 18, 19

NOR 2, 5, 6, 11, 12, 18, 19 1, 3, 4, 7, 8, 9, 10, 13,
14, 15, 16, 17

XOR 1, 3, 4, 7, 9, 10, 12,
13, 14, 15, 18, 19

2, 5, 6, 8, 11, 16, 17

2.1.2 {INV, BUF} Camouflaged Cell

{INV, BUF} camouflaged cell is also constructed

with true/dummy contacts[20]. As shown in Fig.3, when
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contact 1 is true and contact 2 is dummy, the cell be-

haves like an inverter; when contact 1 is dummy and

contact 2 is true, it behaves like a buffer. This {INV,

BUF} camouflaged cell is widely used in anti-SAT cam-

ouflaging approaches[20-21].

Vdd

Gnd

Contact
2

Contact
1

A

Y

Fig.3. Camouflaged layout of {INV, BUF} cell[20]. A denotes
the input signal and Y denotes the output signal.

2.1.3 Multiplexer-Based Camouflaged Cell

As shown in Fig.4, in a multiplexer-based camou-

flaged cell, each input line xi of the multiplexer is con-

nected to both Vdd and Gnd by two true/dummy con-

tacts, with only one contact being a connection (true)

and the other one being an isolation (dummy)[13,19].

Specifically, the Vdd contact to be true and the Gnd

contact to be dummy mean that xi is configured to

“1”; the Vdd connector to be dummy and the Gnd

connector to be true mean that xi is configured to “0”.

With the selection lines being the inputs and the output

line being the output, the functionality of the camou-

flaged cell can be expressed as Y = (A × B) × x1 +

(A × B) × x2 + (A × B) × x3 + (A × B) × x4. There-

fore, the camouflaged cell can have 16 possible 2-input

1-output Boolean functions corresponding to 16 possi-

ble configurations for x1, x2, x3, and x4. For example,

when x1, x2, x3, and x4 are configured to be 1110,

Y = A × B + A × B + A × B = A×B, and the cam-

ouflaged cell will perform like an NAND gate.

2.2 SRAM-Based Camouflaged Cell

The SRAM-based camouflaged cell conceals its real

functionality by storing the configuration information

in tamper-proof memories (SRAM). For example, for

the camouflaged cell in Fig.4, instead of configuring

xi with true/dummy contacts, it uses memory cells

in which the configuration bits are stored. This will

achieve similar effect to configure the 4-by-1 multi-

plexer to perform 16 possible 2-input 1-output Boolean

functions[18,28].

Vdd
True/

Dummy
Dummy
/True Gnd

A
B

Y

xi֒ i/֒ ֒ ֒ 

x x x x

Fig.4. Configuring multiplexer with true/dummy contacts as
camouflaged cell.

2.3 Doping-Based Camouflaged Cell

The doping-based camouflaged cell integrates some

always-on/off MOS (metal oxide semiconductor) tran-

sistors, which are constructed by changing the type and

shape of the Lightly-Doped-drain (LDD), specifically,

either by changing the polarity of dopant for the source

and drain of MOS transistors[29], or by changing the

type and length of the LDD implants[30]. Therefore,

the doping-based camouflaged cells will have exactly

the same metal and polysilicon layers with standard

cells in the library[21].

For example, in Fig.5, for a conventional 2-input

NAND cell, when the always-on doping scheme is used

for NMOS transistor and the always-off doping scheme

for PMOS transistor, the camouflaged cell will become

an inverter[21].

Always-Off
MOS

Always-On
MOS

Fig.5. Applying always-on/off transistors in NAND gate to
make it perform like an inverter[21].
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2.4 Emerging Device Based Camouflaged Cell

Emerging devices have originally been studied as

alternatives to CMOS technology in order to meet the

scaling challenges. Examples of such devices include

FinFETs[31], tunnelFETs (TFETs)[32], carbon nan-

otube FETs (CNTFETs)[33], graphene-based symmet-

ric tunneling FETs (SymFETs)[34], memristors[35-36]

and spin-transfer-torque devices (STT)[37]. Recently

however, it has been demonstrated that these devices

have unique features which can be naturally utilized in

security related applications[38-45].

In the context of circuit camouflaging, emerging

technologies have been utilized to construct camou-

flaged cells. For example, with the unique polarity

controllable property of SiNW FETs, one can build

camouflaged cells without extra redundant FETs[44,46].

Also, STT-based LUT has been designed as an al-

ternative to SRAM-based LUT[18], with the excellent

features of high integration density, high retention

time, high endurance near-zero leakage, and thermal

robustness[42,47-48].

2.5 Discussions on Various Camouflaged Cells

Using emerging devices to build camouflaged cells

is a promising trend and has attracted many attentions

in research community. However, despite many advan-

tages over CMOS logic, most emerging devices are still

under the simulation phase and there is still a long way

to go before we can integrate them in real circuit de-

sign. The advantage of SRAM-based camouflaged cell

is the re-configurable property, which can be utilized in

on-line hardware trojan detection by loading a wrong

configuration, once there is trojan being detected. The

drawbacks would be that the overhead of memory cells

may be rather high and non-volatile secure memory will

be needed. Doping-based camouflaged cell poses very

high technology requirements, which needs to precisely

control the shape or type of LDD. The true/dummy

contact based camouflaged cell has been relatively well

studied and widely used in academic research. De-

signers have hoped to increase the number of possible

functionalities each camouflaged cell can perform, and

reduce the incurred performance overheads. However,

there are usually trade-offs between the two metrics.

For example, the 16-function multiplexer-based cam-

ouflaged cell incurs higher performance overheads than

the 3-function {NAND, NOR, XOR} camouflaged cell.

Therefore, how to increase the number of possible func-

tionalities for each camouflaged cell while reducing per-

formance overheads still remains a challenge that needs

to be addressed urgently.

3 Spears of De-Camouflaging

With existing RE techniques and tools, an attacker

can easily get a camouflaged netlist comprising of con-

ventional logic gates and camouflaged gates. To fully

reverse engineer the IC, the attacker has to resolve the

functionalities of camouflaged gates (which is the hid-

den information by circuit camouflaging), and such a

process is called a de-camouflaging attack. Once de-

camouflaging attacks succeed, that is, the functionali-

ties of camouflaged gates are revealed, circuit camou-

flaging will lose its value and fail to protect the IC and

the IPs in the IC from RE-based attacks.

Various de-camouflaging attacks have been pro-

posed in the literature and they have posed serious

threats to the effectiveness of circuit camouflaging. In

this section, we will analyze four representative attacks

on their strength and weakness.

Before we elaborate the reported attacks, it is im-

portant to understand the basic attacking models. In

this article, we adopt the following assumptions that

have been widely used in state-of-the-art circuit cam-

ouflaging techniques[12].

1) The attacker is able to extract a camouflaged

netlist that consists of conventional logic gates and cam-

ouflaged logic gates by state-of-the-art reverse engineer-

ing tools and techniques.

2) The attacker can differentiate between regular

gates and camouflaged gates. And he/she knows possi-

ble functionalities that each camouflaged gate can per-

form.

3) The attacker can buy an unpackaged functional

IC from the market, while he/she only has access to the

IC’s primary inputs (PI) and primary outputs (PO),

namely, he/she can only treat the functional IC as a

black box and get corresponding outputs for a given

input vector.

3.1 IC Testing Based Attack

Given one camouflaged gate, the most straightfor-

ward way to resolve its functionality is to get its input-

output behaviors (or truth table of the gate). For a 2-

input 1-output camouflaged gate, its functionality has

at most 16 possibilities; thus at most four input-output

pairs (3-function {NAND, NOR, XOR} camouflaged

gate needs two input-output pairs, while 16-function
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multiplexer-based camouflaged gate needs four pairs)

will be sufficient to resolve its functionality.

For example, each camouflaged gate is configured

to perform one of the functions of {NAND, NOR,

XOR}[12]. Based on the fact that 1) the output of a

camouflaged gate under input “00” can differentiate

{XOR} from {NAND, NOR} (XOR outputs 0, while

both NAND and NOR output 1), and 2) the output un-

der input “01” or “10” can differentiate {NAND} and

{NOR} (NAND outputs 1, while NOR outputs 0), and

the functionality of a camouflaged gate can be resolved

with its outputs under inputs “00” and “01”/“10”.

Given that an attacker only has access to the PIs

and POs of the functional IC, the input-output pairs of

a camouflaged gate can be gotten by justification and

sensitization techniques in IC testing[12,49]. Justifica-

tion is to justify the inputs of a gate to a known value

by controlling one or more of the gate’s related PIs, and

sensitization is to observe the value of a gate’s output

to a PO by setting all side inputs of gates in between

to non-controlling values[12,49].

For example, in Fig.1, the attacker can apply input

pattern “010XXXXX” (X represents don’t care values,

which means it can be either 0 or 1) at the PIs. It

justifies the camouflaged gate C1’s inputs to “00”, and

sensitizes C1’s output to PO O1. If O1 is 0, the func-

tionality of C1 is resolved to be XOR; if O1 is 1, C1 will

be either NAND or NOR. The attacker can then apply

input pattern “110XXXXX” at PIs to justify C1’s in-

puts as “10” and sensitize C1’s output to O1. If O1

is 0, C1 is resolved to be NOR; otherwise, C1 is re-

solved to be NAND. Similar methods can be applied

to resolve the functionality of C2. Such a process can

be done very quickly and automatically with existing

ATPG tools such as HOPE fault simulation tool[50].

3.2 Brute Force Attack

Unlike IC testing based attack which resolves the

functionalities of camouflaged gates individually one by

one, brute force attack enumerates all possible function-

ality combinations of camouflaged gates[12,17]. We call

each possible functionality combination an assignment

to the camouflaged gates. For example, in Fig.1, both

C1 and C2 have three possibilities, namely {NAND,

NOR, XOR}. Therefore, for C1 and C2, there will be

32 possible functionality combinations (assignments),

namely, (NAND, NAND), (NAND, NOR), (NAND,

XOR), (NOR, NAND), (NOR, NOR), (NOR, XOR),

(XOR, NAND), (XOR, NOR), and (XOR, XOR).

For each possible assignment, the attacker will simu-

late to apply input patterns at PIs, get the correspond-

ing outputs at POs, and compare these outputs with

an unpackaged/functional IC. If they are the same, the

attacker has found out the correct assignment and thus

camouflaged gates are resolved; otherwise, the attacker

will try the next possible assignment and repeat the

process. The needed brute force efforts will be MN ,

where M is the number of possible functionalities each

camouflaged gate can have, and N is the number of

camouflaged gates in the camouflaged circuit. Brute

force attack is able to find out the correct assignment

given enough time. However, the required time in-

creases exponentially as N increases; therefore, it can

easily become unacceptable when N is relatively large.

3.3 SAT-Based Attack

SAT-based attack also treats the camouflaged gates

as an entity to find the correct assignment, while diffe-

rent from brute force attack, it starts with a set of pos-

sible assignments, and prunes the incorrect ones ite-

ratively with discriminating input (DI), until there is

only one assignment left or all the left assignments have

the same output under any input patterns. A discrimi-

nating input is an input pattern which, when applied in

a camouflaged netlist, produces incorrect output for at

least one incorrect assignment. Due to the fact that on

average each discriminating input can prune multiple

incorrect assignments, SAT-based attack is able to by-

pass the exponential complexity in brute force attack,

and it has been reported to be able to resolve camou-

flaged ICs within only minutes[15-16], greatly threaten-

ing the security of circuit camouflaging.

Specifically, SAT-based attack starts with a possible

assignment set S that contains all possible assignments.

When there are N camouflaged cells in the camouflaged

circuit, and the functionality of each camouflaged cell

has M possibilities, we have |S| = MN . Each time

the SAT solver will compute a discriminating input DI

i, which means ∃Xa, Xb ∈ S, CXa
(i) 6= CXb

(i), where

CXa
and CXb

denote the de-camouflaged circuit under

assignments Xa and Xb respectively; therefore, at least

one of Xa and Xb is an incorrect assignment. Then this

process will be repeated to find more DIs, until with the

current found set of DIs, all incorrect assignments can

be pruned and the correct one can be extracted. This

set of DIs is also called a discriminating set of inputs

(DSI). The number of DIs in DSI is an important metric

to measure the complexity of SAT-based attack.
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Fig.6(a) and Fig.6(b) show circuits before and af-

ter G1 and G2 are camouflaged with {NAND, NOR,

XOR} camouflaged cells[12]. The attacker only knows

that each of them can be one of {NAND, NOR, XOR},

and models them in the way shown in Fig.6(c). For each

camouflaged cell Gi, two programming bits xi1, xi2 will

be added as selection bits which produce the following

function Y i = Ai⊕Bi× (xi1 × xi2) +Ai×Bi× (xi1 ×

xi2) + (Ai+Bi)× (xi1 × xi2).
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O
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Fig.6. (a) Original circuit. (b) Camouflaged circuit with gates
G1 and G2 replaced by {NAND, NOR, XOR} camouflaged cells.
Gates in red denote their real functionalities[15,20]. (c) Modeling
{NAND, NOR, XOR} camouflaged cells.

When xi1xi2 are assigned with “00”, “01”, or “10”,

Y i will output those of XOR, NAND, or NOR, re-

spectively. Note that xi1xi2 is forbidden to be “11”

for the functionality of each camouflaged cell only has

three possibilities. Therefore, an assignment X = (00,

01) for (G1, G2) means that G1 and G2 are resolved

as XOR and NAND, respectively. The goal of SAT-

based de-camouflaging will be finding the correct as-

signment X = (x11x12, x21x22) for (G1, G2). As shown

in Table 2, by SAT-based attack, with only three DIs,

eight incorrect assignments for (G1, G2) can be pruned,

and the correct assignment (01, 10) will be left (back-

grounded in yellow).

Table 2. Three DIs Pruning All Incorrect Assignments[15]

(x11x12, x21x22) (G1, G2) DI (A1 B1 A2 B2)

0000 0001 0100

(00,00) (XOR, XOR) × × √

(00,01) (XOR, NAND) × √ √

(00,10) (XOR, NOR) × √ √

(01,00) (NAND, XOR) × × ×
(01,01) (NAND, NAND)

√ √ ×
(01,10) (NAND, NOR)

√ √ √

(10,00) (NOR, XOR) × × ×
(10,01) (NOR, NAND)

√ × ×
(10,10) (NOR, NOR)

√ × √

Note:
√

represents the correct output, and × represents the
incorrect output.

3.4 Circuit Partition Based Attack

Circuit partition based attack applies the “divide

and conquer” methodology to partition the camou-

flaged gates into multiple disjoint sub-circuits based

on certain criteria such that these sub-circuits can

be attacked sequentially to reduce the complexity

of de-camouflaging[13,17]. More precisely, the de-

camouflaging complexity will be determined by the

largest number of camouflaged gates in a sub-circuit,

regardless of how many gates are camouflaged in the

circuit.

Fig.7 shows a motivational example. When trying

to resolve camouflaged gates individually by IC testing

techniques, one may notice that C1’s output cannot be

sensitized to O1/O2 because of the existence of C2 and

C3; C3’s inputs cannot be justified from I1, I2, I3, and

I4 because of the existence of C1 and C2; both C2’s

inputs and output cannot be justified or sensitized be-

cause of the existence of C1 and C3. Thus IC testing

based attack will not work for this camouflaged circuit.

If the attacker directly brute force searches all possible

assignments for C1, C2, and C3, the complexity would

be 33. Moreover, the complexity grows exponentially

with the number of camouflaged gates.

However, it is not necessary to resolve all the cam-

ouflaged gates simultaneously even in brute force at-
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tack. In fact, an attacker can resolve the functionali-

ties of camouflaged gates gradually, starting with the

gates that are relatively easier to attack. The cir-

cuit partition based attack is based on this observa-

tion where the attacker first partitions the camouflaged

gates into multiple maximum fan-in cones (MFIC) and

attacks each MFIC separately. Maximum fan-in cone

that is rooted at a primary output (PO) is defined as:

MFICPO = {Gi|∃ path, Gi → PO}, where Gi is the

logic gates in the circuit. The function of an MFIC

can be tested directly by feeding the related primary

inputs and observing the corresponding primary out-

put. Other gates outside the MFIC, no matter whether

they are camouflaged or not, will not be needed to re-

solve the camouflaged gates in this MFIC. Therefore,

the attacker can attack (for example, by brute force

searching) each MFIC to reduce the attack complexity

of circuit camouflaging.

I
G1

G2

G3
C2

C1

C3

G4

G5

G6 O

O
I

I

I

I

Fig.7. Motivational example of circuit partition based attack.
Each of C1, C2 and C3 can be one of {NAND, NOR, XOR}.

For example, in Fig.7, MFICO1
= {G1, C1, G2,

G3, C2, G5, C3}, and MFICO2
= {C1, G2, G3, G4,

C2, G5, G6}. Without circuit partition, the attacker

needs to brute force search 33 possible assignments for

C1, C2, and C3 in the entire circuit. However, by apply-

ing circuit partition first, the attacker can brute force

search the 32 possible assignments for C1 and C2 first

in sub-circuitMFICO2
(marked with dotted lines). Af-

ter C1 and C2 are resolved, C3 can be resolved by IC

testing based attack easily[12].

Fig.8 demonstrates the attack flow when the circuit

partition based attack is combined with the brute force

attack and IC testing based attack. This approach in-

herits the advantages and evades the disadvantages of

IC testing based attack and brute force attack. A simi-

lar strategy can also be applied to combine circuit par-

tition based attack with SAT-based attack.

Camouflaged
Netlist

Partition the 
Circuit by

MFICs

Select the One that
Minimizes Maximum
Camouflaged Gates in

Remaining MFICs

Brute Force Search
Possible Functionality

Combinations

Resolve Them

Update Netlist

Return the 
Resolved Netlist

Any Unresolved Gate
Becomes Resolvable?

All Camouflaged
Gates Resolved?

More Than One
MFIC Eligible?

Y

Y

Y

N

N

N

Select the MFIC with
Minimum Unresolved
Camouflaged Gates

Fig.8. Attack flow of circuit partition based attack when com-
bined with the brute force attack and the IC testing based at-
tack.

3.5 Discussions on De-Camouflaging Attacks

IC testing based attack is scalable to large circuits

because the attack complexity grows only linearly with

the number of camouflaged gates. However, it is effec-

tive only when the inputs of the camouflaged gate are

controllable from primary inputs, and at the same time

the corresponding output is observable from primary

outputs. Brute force de-camouflaging attack guaran-

tees to resolve all the camouflaged gates, but it suf-

fers from scalability problem, because its complexity

grows exponentially with the number of camouflaged

gates. For SAT-based de-camouflaging attack, despite

being effective for most of the circuits, its effectiveness

is limited when it faces hard-SAT designs such as mul-

tipliers and cryptographic ciphers, and it cannot guar-

antee to get the same circuit design with the original

one, as there can be more than one assignment that

makes the design perform the same function with the

original one. Circuit partition based de-camouflaging

attack is simple and powerful. It can be applied prior
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to other de-camouflaging attacks (such as brute force

attack and SAT-based attack) in order to reduce their

time complexity, or combine with IC testing based at-

tack as a complementation. Moreover, no extra time

or space is needed for circuit partition based attack.

Each of the de-camouflaging attack has its strength

and weakness. In real attack scenarios, the attacker

can apply/combine the above attacks flexibly to achieve

efficient de-camouflaging attacks. These powerful de-

camouflaging attacks have brought a serious concern

to the effectiveness of circuit camouflaging as the only

proactive method to protect IP from RE-based attacks.

In Section 4, we will review the proposed mitigation

mechanisms to countermeasure these attacks.

4 Shields of Camouflaging

On one hand, due to the additional area, power and

delay overheads brought by camouflaged cells 4○, it is

not practical to camouflage all conventional logic gates

with camouflaged cells. On the other hand, as demon-

strated in Section 3, randomly selecting gates to cam-

ouflage will result in the camouflaged circuits being vul-

nerable to various de-camouflaging attacks. To simulta-

neously thwart the de-camouflaging attacks and meet

the performance overhead constraints, multiple cam-

ouflaging strategies have been proposed as the shields

against de-camouflaging.

4.1 Clique-Based Camouflaging

Recall that IC testing based attack resolves the

functionality of one camouflaged gate by controlling

primary inputs to justify the inputs of the gate to cer-

tain pattern and sensitizing corresponding output to

observe from a primary output. Therefore, intuitively,

to thwart IC testing based attack, one should ensure

that for each camouflaged gate, either its inputs cannot

be justified from primary inputs, or its output cannot

be sensitized to any primary output.

Based on this observation, Rajendran et al. defined

that camouflaged gates that do not have any circuit

path interfere with other camouflaged gates as isolated

camouflaged gates, and two camouflaged gates are in-

terfered if one lies on a path between the other and an

output, and/or they converge at some other gate[12].

For example, in Fig.1, C1 and C2 are isolated camou-

flaged gates, and in Fig.7, the three camouflaged gates

C1, C2 and C3 are interfered. If gate G4 is also camou-

flaged, it will not interfere with C3, but it will interfere

with C2 for their outputs meet at G6.

Rajendran et al. further proposed enhanced IC

camouflaging to judiciously select to-be-camouflaged

candidate gates, based on the requirement that only in-

terfered camouflaged gates will be selected[12]. In this

way, the camouflaged gates cannot be resolved by IC-

testing based attack for each camouflaged gate can only

be resolved when the functionalities of other camou-

flaged gates are known, forming circular dependencies

among the camouflaged gates.

For example, in Fig.9, camouflaged gates C1 and

C2 are interfered. Neither of C1 and C2 can be re-

solved by IC testing based attack: C1’s output cannot

be observed from PO O1 without resolving C2 first,

while C2’s output cannot be observed from O1 without

knowing the functionality of C1.

(a) (b)

I

C1

C1

C2

C2G1 O

I

I

I

Fig.9. Circuit camouflaging example[12]. (a) Camouflaged gates
C1 and C2 being interfered. (b) Interference graph of C1 and
C2.

4.2 Equivalent Class Based Camouflaging

Circuit partition based attack partitions camou-

flaged gates into multiple sub-circuits to target each

sub-circuit individually. Therefore, to thwart circuit

partition based attack, one should keep the camou-

flaged gates together to disable the partition. In other

words, no matter which eligible sub-circuit the attacker

selects to attack in, one should make sure that all the

camouflaged gates will belong to that sub-circuit, and

then the attack complexity will not be reduced.

Recall the definition ofMFICPO in Section 3, given

that an attacker has only access to the PIs and POs

of an unpackaged functional IC, MFICPO will be the

minimum unit of sub-circuit whose function can be

tested separately. In other words, when camouflaged

gates cannot be partitioned by any MFICPO, they will

not be able to be partitioned by any sub-circuit that can

be tested individually from a functional IC.

4○A generic {NAND, NOR, XOR} camouflaged cell requires at least 12 transistors, along with a large area of metal connections[12] .
The area overheads range from 50% to 200%[43] compared with the 4-T NAND, 4-T NOR and 8-T XOR gates.
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According to this observation, Wang et al.[13,19]

proposed a gate classification method, which classi-

fies gates into the same equivalent class by the set of

MFICPO that they belong to. Specifically, gates that

belong to exactly the same set of MFICPO are classi-

fied to the same equivalent class. Then they proposed

to select to-be-camouflaged gates from the same equiv-

alent class. The formal definitions for the gate classifi-

cation method are as follows.

Definition 1. For a gate G, MFICSG is the set

of MFICPO that G belongs to. Formally, MFICSG =

{MFICPOi
|G ∈ MFICPOi

}.

Definition 2. Gates that belong to the same set of

MFICPO are classified to the same class. Formally,

gates G1, G2, · · · , Gn are partitioned to the same class

C if and only if MFICSG1 = MFICSG2 = · · · =

MFICSGn.

According to the definitions, in Fig.10,

MFICO1
={G1, G2, G3, G5},

MFICO2
={G2, G3, G4, G6}, thus

MFICSG1=MFICSG5={MFICO1
},

MFICSG2=MFICSG3={MFICO1
, MFICO2

},

MFICSG4=MFICSG6={MFICO2
}.

I G1

G2

G3

G4

G5

G6

I

I

I

I

O

O

Fig.10. Gates that belong to the same equivalent class are
marked in the same color[19].

Gates {G1, G5}, {G2, G3}, and {G4, G6} will be

classified into equivalent class C1, C2, and C3, respec-

tively.

Therefore, when selecting to-be-camouflaged gates

from the same equivalent class, no matter which

MFICPO an attacker selects to attack in, all camou-

flaged gates belong to MFICPO, or none of the camou-

flaged gates belong to MFICPO. The attacker will not

be able to partition the camouflaged gates into small

sub-circuits to attack individually.

For example, in Fig.10, when G2 and G3 from equiv-

alent class C2 are selected for camouflaging, if the at-

tacker selects to attack inMFICO1
/MFICO2

, both G2

and G3 belong to MFICO1
/MFICO2

. And when G1

and G5 from equivalent class C1 are selected for camou-

flaging, if attacking in MFICO1
, both G1 and G5 are

in MFICO1
, while if attacking in MFICO2

, neither of

G1 and G5 in MFICO2
.

Note that simply selecting gates to camouflage from

one MFICPO will not contribute to hampering cir-

cuit partition based attack, for example, {G1, G2, G3,

G5} ∈ MFICO1
, the attacker can attack {G2, G3} in

MFICO2
first, and then attack {G1, G5} in MFICO1

.

4.3 Thwart SAT Based De-Camouflaging

The key factor to the complexity of SAT-based de-

camouflaging attack is the power (discriminating abi-

lity) of DIs, namely, how many incorrect assignments

one DI can prune from the possible assignment set.

Therefore, to thwart SAT-based attack, one should

try to minimize the power of DIs, and ideally, make

one DI able to prune only one incorrect assignment.

Given that there are initially exponential amount of

possible assignments: MN where M is the number of

possible functionalities for each camouflaged gate and

N is the number of camouflaged gates in the circuit,

(MN − 1) DIs will be needed to prune all incorrect as-

signments. There exists theoretical analysis that sup-

ports this observation[21]. And based on this, two cam-

ouflaging strategies have been proposed in [20-21].

4.3.1 AND-Tree Camouflaging

The AND-tree camouflaging scheme[21] targets

AND-tree structure for camouflaging, which is made

up of AND logic gates. As shown in Fig.11 and Ta-

ble 3, by camouflaging the inputs of AND-tree with

{INV, BUF} camouflaged cells, the power (discriminat-

ing ability) of one DI will be limited to excluding only

one incorrect assignment; thus exponential number of

DIs will be needed to prune all incorrect assignments

and get the correct assignment (backgrounded in yellow

in Table 3). This property is determined by the special

AND-tree structure and the {INV, BUF} camouflaged

cell, which has been analyzed in detail[21].

I

I

I

I

G1

G2

G3 O

Fig.11. Camouflaging inputs of AND-tree structure camou-
flaged with {INV, BUF} camouflaged cells. Gates in red denote
the actual functionality of camouflaged gates[21] .
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Table 3. Each Incorrect DI Only Pruning One Incorrect Assignment from the Possible Assignment Set

Possible Assignment DI

0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111

INV INV INV INV × √ √ √ √ √ √ √ √ √ × √ √ √ √ √

INV INV INV BUF
√ × √ √ √ √ √ √ √ √ × √ √ √ √ √

INV INV BUF INV
√ √ × √ √ √ √ √ √ √ × √ √ √ √ √

INV INV BUF BUF
√ √ √ × √ √ √ √ √ √ × √ √ √ √ √

INV BUF INV INV
√ √ √ √ × √ √ √ √ √ × √ √ √ √ √

INV BUF INV BUF
√ √ √ √ √ × √ √ √ √ × √ √ √ √ √

INV BUF BUF INV
√ √ √ √ √ √ × √ √ √ × √ √ √ √ √

INV BUF BUF BUF
√ √ √ √ √ √ √ × √ √ × √ √ √ √ √

BUF INV INV INV
√ √ √ √ √ √ √ √ × √ × √ √ √ √ √

BUF INV INV BUF
√ √ √ √ √ √ √ √ √ × × √ √ √ √ √

BUF INV BUF INV
√ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √

BUF INV BUF BUF
√ √ √ √ √ √ √ √ √ √ × × √ √ √ √

BUF BUF INV INV
√ √ √ √ √ √ √ √ √ √ × √ × √ √ √

BUF BUF INV BUF
√ √ √ √ √ √ √ √ √ √ × √ √ × √ √

BUF BUF BUF INV
√ √ √ √ √ √ √ √ √ √ × √ √ √ × √

BUF BUF BUF BUF
√ √ √ √ √ √ √ √ √ √ × √ √ √ √ ×

Note:
√

represents the correct output, and × represents the incorrect output.

Note that there exists one critical DI (such as 1010

in Table 3), under which all incorrect assignments will

be pruned, and this can make SAT attacker luckily get

the correct assignment with this single DI. However,

the probability of finding this critical DI is only 1
MN

−1 .

4.3.2 Minterm Perturbation Based Camouflaging

Previous approaches usually camouflage certain

conventional logic gates with camouflaged cells, and

configure the camouflaged cells to perform the same

functionalities with them. Differently, as shown in

Fig.12, CamoPerturb modifies/perturbs one minterm

of the original design (Corignal) by replacing one con-

ventional logic gate with another conventional logic

gate, which produces the perturbed circuit (Cperturb).

To “correct” the modified minterm/function, additional

camouflaged module CamoFix is designed. The output

of Corignal is XORed by CamoFix and Cperturb
[20].

Logic gates in CamoFix are camouflaged by {INV,

BUF} cells. To reverse engineer the IC, the attacker

has to resolve the functionalities of camouflaged cells in

CamoFix. Moreover, CamoFix is judiciously designed

so that each DI found by SAT solver can only prune one

incorrect assignment for the camouflaged gates (which

is similar to the result in Table 3). Therefore, the

SAT solver needs to be called exponential number of

times to find exponential number of DIs to prune all in-

correct assignments, exponentially complexing the de-

camouflaging process.

I

I

y

y

y

y

Corignal

Cperturb

CamoFix

Fig.12. Camouflaging original design Corignal with Cperturb and
CamoFix. Cperturb changes one minterm of Corignal, CamoFix
corrects the minterm, and y denotes the output signal.

4.4 Discussions on Defending Strategies

Most defending strategies (such as clique-based

camouflaging, equivalent class based camouflaging, and

AND-tree camouflaging) pose constraints to the to-be-

camouflaged gate selection process to thwart certain de-

camouflaging attacks. The drawbacks would be that

the posed constraints will reduce the gate selection

space for camouflaging, thus reducing the performance

optimization space. In addition, AND-tree camouflag-

ing will be limited by the size of the largest AND-tree
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(the authors of [21] proposed to insert additional AND-

tree structure in this case; however, this will bring ad-

ditional performance overheads). Also, an ideal cam-

ouflaging strategy should combine the ideas of multi-

ple strategies to thwart all possible de-camouflaging at-

tacks.

CamoPerturb tries to insert some additional cam-

ouflaged cells to the original circuit, instead of re-

placing some same-function conventional logic gates.

It stealthily changes one minterm of a circuit mod-

ule by replacing one conventional logic gate with an-

other conventional logic gate, and then re-corrects the

minterm with one additional specially designed cam-

ouflaged module (CamoFix). In this way, the attacker

will not be aware of which gates have been replaced

in the original circuit module, and how the function of

the module has been changed. Thus, the attacker will

have to resolve the functionalities of camouflaged gates

in the camouflaged module. Removal attack can be a

concern for CamoPerturb for a tricky attacker may di-

rectly remove the CamoFix module and try to resolve

the changed function, or he/she may just redesign the

CamoFix module given that its black-box function is

known and the scale is small. Also, CamoPerturb suf-

fers from the same “critical DI” problem as the AND-

tree camouflaging which can sometimes make the SAT

attacker luckily prune all incorrect assignments with

only one DI. The need for special logic gates (CamoP-

erturb needs to replace one logic gate that affects only

one minterm) can also pose restrictions on its flexibility.

5 Challenges and Future Opportunities

First, to make this promising circuit camouflaging

technique practical in thwarting RE, there still exist

many challenges. Perhaps the most significant one is

that the overhead in applying CMOS camouflaged cells

can be rather high in terms of circuit timing, power con-

sumption, and area, especially when a high level of pro-

tection is needed. How to reduce the overhead incurred

by circuit camouflaging would continue to be an urgent

need. With the development of new technology, devel-

oping doping-based and emerging device based camou-

flaging cells can be promising to solve this problem.

The second challenge is how to design counter-

measures against the newly proposed SAT-based de-

camouflaging attacks which are very powerful because

they leverage the well-developed SAT solvers. Such

attacks can effectively exclude incorrect functionality

combinations of the camouflaged gates, successfully by-

passing the exponential complexity of brute force. Al-

though there is no guarantee that this can be effec-

tive in de-camouflaging all circuits and researchers have

proposed many countermeasures against it, the type of

SAT-based attacks has already become a serious threat

to circuit camouflaging.

Third, it will be interesting to study intrinsic re-

configurable properties of emerging devices and how

they can be utilized for circuit camouflaging. Many stu-

dies have been conducted on this topic. Simulation re-

sults have shown promise in using these emerging device

based cells for circuit camouflaging. However, there still

exist many hurdles in fabricating such emerging device

based camouflaged cells and integrating them into a real

design.

Since the concept of circuit camouflage was in-

troduced in 2012[12-13], researchers from industry and

academia have played both roles of the attacker and

defender in the game of spear and shield to advance

circuit camouflaging techniques. As we have sur-

veyed, IC testing based attack[12], brute force attack[12],

SAT-based attack[14-16], and circuit partition based

attack[17] are the best-known de-camouflaging spears

to restore the original design from a camouflaged cir-

cuit layout. On the other hand, countermeasures

such as clique-based selection[12], multiplexer-based

camouflaging[18-19], tree-based camouflaging[21], and

CamoPerturb[20] were proposed to make the shield of

circuit camouflaging stronger in order to defeat RE-

based attacks. It is our belief that this race of spear

and shield will eventually lead us to a practical, effec-

tive, and robust defense system against RE-based at-

tacks.

6 Other Proactive IP Protection Methods

In addition to circuit camouflaging which thwarts

reverse engineering based attack, in the literature,

many other approaches have been proposed for IP pro-

tection. The law enforcement based prevention meth-

ods and digital watermarking/fingerprinting based de-

terrent methods for IP protection can be found in

previous work[1]. In this section, to give the read-

ers a more comprehensive understanding of IP pro-

tection, we briefly review other proactive techniques

which include split manufacturing to hamper foundry

overbuilding[51-56], logic locking to thwart supply-chain

IP piracy[57-64], and also PUF security primitive which

can be integrated to such security schemes[65-71].

Split manufacturing is a strategy to trade off the se-

cure but expensive in-house manufacturing for the more
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affordable but insecure off-shore fabrication. Specifi-

cally, in split manufacturing, the front end of line

(FEOL) is outsourced and the back end of line (BEOL)

is manufactured by trusted foundry. Thus, the BEOL

connection design will not be completely available to

untrusted foundry, making it difficult to reconstruct

the entire design. Subgraph reconstruction and physi-

cal design optimization metrics based attacks have also

been proposed to reconstruct the BEOL connection[54].

However, split manufacturing cannot prevent supply-

chain attackers from IP piracy or hardware trojan in-

sertions. It cannot prevent end-user reverse engineering

either.

Logic locking is a netlist-level technique that locks

the function of a circuit. By inserting “key-gates” (usu-

ally XOR, XNOR or LUT) to the circuit, only correct

keys can enable the correct functionality.

In one implementation, some additional XOR/X-

NOR key-gates are inserted to the original circuit[57-58].

One input of such a key-gate is an internal signal in the

circuit, and the other input comes from the PIs to act

as the key. For XOR key-gate, when the key is 1, the

XOR gate will perform as an inverter, and when the

key is 0, it will work as a buffer. Only with correct

keys can the circuit function correctly.

Another possible implementation is to insert recon-

figurable logical barriers to separate the combinational

network into two parts, with all inputs in one part and

all outputs in the other part[59]. Without the correct

key, the barriers will mislead the dataflow, resulting

in incorrect functions. In sequential circuit, additional

states are added to finite state machine (FSM) for the

same purpose[60-61]. FSM stays in an obfuscated mode

initially, and only a certain input sequence can make

FSM enter normal mode states. The input sequence

performs as a key in this case.

In logic locking, the keys must be stored in secure

and tamper-proof memories, and distribution frame-

work must be established for the IP designer to securely

unlock each IC. Hardware security primitives such as

physical unclonable function (PUF) can be integrated

in logic locking to make the key of each instance of IC

unique. This gives better control of the number of ICs

being fabricated (against overbuilding) and enables the

trace of IC, once IC infringement is detected.

It is worth mentioning that there is a close rela-

tionship between logic locking and IC camouflaging.

They both hide the function of IC to make the design

of IC become difficult to understand. The differences

would be that logic locking hides the function by the

keys, while circuit camouflaging relies on the same-look

different-function camouflaged cells. Previous work has

demonstrated that camouflaged circuit can be trans-

formed to its security-equivalent logic locked netlist and

vice versa[72]. As such, the concepts of de-camouflaging

attacks and the defense countermeasures surveyed in

this paper are also applicable to logic locking.

7 Conclusions

Hardware is the root of software, network, and sys-

tem security. But the security and trust of hardware de-

sign faces threats from reverse engineering (RE) based

attacks. In this paper, we surveyed the newly proposed

IC camouflaging technique which defeats RE-based at-

tacks by judiciously replacing some conventional logic

gates with same-look different-function camouflaged

cells.

Currently, there are four types of camouflaged

cells. The original and well-studied true/dummy con-

tact based camouflaged cell incurs non-trivial perfor-

mance overheads. Similarly SRAM-based camouflaged

cell has even larger overhead than true/dummy contact

based camouflaged cell while providing unique reconfig-

urable property. Doping-based camouflaged cell is rela-

tive lightweight but has high technology requirements.

Emerging device based camouflaged cell has many ad-

vantages over CMOS approaches; however most of these

emerging devices are still in the simulation phase. Al-

though the overhead of camouflaged cell was known

as one of the major concerns of circuit camouflag-

ing technique from the very beginning, how to re-

duce the performance overheads incurred by circuit

camouflaging still remains as an open problem. With

the development of new technology, developing doping-

based and emerging device based camouflaging cells can

be promising to solve this problem.

We provided a detailed review of the spear and

shield race between de-camouflaging attacks and the

corresponding countermeasures. IC testing based at-

tack, brute force attack and circuit partition based at-

tack have received many attentions. Effective counter-

measures such as clique-based camouflaging and equiv-

alent class based camouflaging have been proposed to

successfully defeat these attacks. However, the recently

proposed SAT-based attack leverages the power of the

off-the-shelf SAT solvers, and poses great threats to the

effectiveness of circuit camouflaging. Despite several

attempts such as CamoPerturb and AND-tree camou-

flaging that have limited success against SAT-based at-
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tacks, how to effectively thwart SAT-based attacks re-

mains as another open problem that needs to be solved

urgently. Utilizing available or inserting hard-SAT cir-

cuit structures can be promising to thwart SAT-based

attack. For future IC camouflaging techniques, re-

silience against SAT-based attack should be one im-

portant evaluation metric.

Circuit camouflaging is a promising method against

RE-based IP piracy. The race of spear and shield be-

tween de-camouflaging attacks and their countermea-

sures will continue to push circuit camouflaging to the

next level. The goal of this survey article is to at-

tract more researchers to this interesting area and to

have them involved in the development of circuit cam-

ouflaging technique that has small overhead and high

resilience against various de-camouflaging attacks.
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