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Abstract We propose an automatic garment seam modeling framework to create a garment model with the seam structure

from a single image. In order to achieve this, a marked seam image database and parametric seam models have been set

up. Given a real seam image, we first identify the type of the seam image based on our marked seam image database and

the seam parameters are parsed automatically by our sewing thread estimation method. Second the seam initial model is

generated through the pre-defined parametric seam models. A garment model with the seam structure is finally obtained

based on the seam position information which users have marked on the garment. Moreover, we verify the effectiveness of

our method with numerous experiments.
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1 Introduction

Garment modeling is widely used in computer

games, film production and virtual dressing, etc. This

modeling method has also been extensively studied in

computer graphics, such as garment design and edit-

ing, image-based garment modeling, and garment simu-

lation.

The commercial softwares such as Marvelous

Designer 1○ and VSticher 2○ have already been used in

industrial production. In clothing industry, a garment

is made by stitching block patterns together. The seam

between block patterns is briefly called “seam” in this

paper, which is shown in Fig.1. The shadow and geo-

metry details of the seam are crucial to the garment

appearance, and make a 3D (3-dimensional) garment

more photorealistic. To the best of our knowledge, the

current garment modeling methods or softwares only

use the 2D texture to model the garment seam, while

the 3D geometry of the seam is not carefully considered.

(a) (b)

Fig.1. (a) Original garment model. (b) Garment model with
the seam structure created by our garment seam modeling frame-
work.

In this paper, we propose a garment seam mode-

ling method based on a single seam image. A gar-

ment seam database is established and contains gar-

ment seam images and parametric seam models to guide

garment seam modeling. We locate the exact position

of the seam from the seam image, conduct the training
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method to classify the seam image and automatically

generate seam parameters. Then the seam structure

is modeled using the parametric model formula. Our

model is a parametric model which users can easily edit.

In addition, we also connect the seam model and the

garment model to generate the garment model having

the seam structure. Therefore, we successfully improve

garment modeling methods such as the garment model

design tool and the garment model generation based on

images and generate a garment model with the seam

structure based on our methods. Moreover, we have

done numerous experiments to verify the effectiveness

of our method.

Our system is useful for both graphic applications

and industrial manufacturing. With the improvement

of rendering technology and people’s increasing de-

mands on the game experience, the applications of

dressing up virtual characters in films and games have

more and more realistic rendering quality. Most gar-

ment applications use texture maps to generate seam vi-

sual effects, but the realistic rendering of garment could

not be achieved. Seam structure can present different

visual effects under different lighting or different per-

spective conditions. Our model can produce light and

visual effects for 3D rendering. In addition, our seam

model and the sewing thread model are parametric,

which has guiding significance for the sewing process

of industrial garments. The seam cross-sectional model

can give the instruction to the size of seam structure

during industrial sewing. The thread model can guide

the industrial garment production, such as the width

of the seam thread and sewing needle spacing. Hence,

our seam systems can help graphics rendering applica-

tions for realistic rendering and guide industrial gar-

ment sewing processes.

The main contributions of this paper are as follows.

1) A garment seam modeling framework is proposed

to produce garment models with the seam structure.

To the best of our knowledge, it is the first method to

model the garment seam.

2) In our seam modeling framework, we first propose

a parametrical garment seam modeling method based

on a single seam image and stitch the seam model with

garment model.

3) In order to implement our automatical seammod-

eling framework, a seam database with labeled seam

images and parametric seam models is built to model

the seam structure. We also propose a method to cus-

tomize seam model beyond our database to enhance the

usability of our system.

The remainder of this paper is organized as follows.

In Section 2 we briefly review the related work. Sec-

tion 3 presents our garment seam modeling framework.

Section 4 describes our seam image database and para-

metric seam models, and Section 5 details seam analysis

from a single image. Section 6 presents the method to

model garment with seam structure. Section 7 demon-

strates some experiments and Section 8 draws some

conclusions.

2 Related Work

3D garment has been extensively studied in com-

puter graphics. Liu et al.[1] presented a comprehensive

review and detailed analysis about CAD methods in 3D

garment design. The detailed garment simulation and

applications can be found in [2]. In this section, we

briefly review the related work in the following three

aspects.

Garment Modeling. Most work of garment mod-

eling concentrated on the applications of dressing up

virtual characters in films or games. Fontana et al.[3]

presented a CAD system that allows users to interac-

tively assign sewing and assembly rules between pan-

els to model a complex 3D garment. 3D new garment

models are created by Li and Lu[4] on individual hu-

man models through compositing 3D parts from gar-

ment examples rather than 2D patterns. Liu et al.[5]

proposed a continuous style description to synthesize

the 3D garments with various styles. In comparison,

the 2D sketches were also widely used in garment de-

sign. Hence some work focused on modeling the gar-

ment from user sketches. The methods presented by

Berthouzoz et al.[6] and Zhong et al.[7] can automati-

cally parse existing sewing patterns and convert them

into 3D garment models. Wang et al.[8] and Mok et

al.[9] modeled a 3D garment from the sketches around

the 3D human model. Moreover the 3D garments can

be also modeled from the outline and seam-lines of

the front or back of the garment[10-13]. Based on a

set of observations about key factors that affect the

shape of garments, a context-aware garment modeling

method[14] was proposed to obtain more realistic mod-

eling results. However, although the above mentioned

methods can achieve good modeling results, they re-

quire strong background in the related domain such as

garment design, which is very difficult for non-experts.

Garment Capturing. Capturing the 3D garment

from a single image is useful for Internet images. Zhou

et al.[15] captured the garment geometry details us-

ing the shading on a single garment image. Recently,
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Daněřek et al.[16] have recovered the garment wrinkle

and the global shape of dynamic 3D garment from a

single image using convolutional neural network. Jeong

et al.[17] captured the garment type and primary body

size parameters from a single image and Yang et al.[18]

further estimated the accurate garment and human

shape simultaneously from a single image using a statis-

tic model. In some studies[19-20], the garment model

can also be reconstructed through stitching components

which are acquired by parsing the garment from the

RBGD images or front and back images of a garment.

The 3D scanners were often used to capture the 3D

garment. Pons-Moll et al.[21] used a new multi-part 3D

model of clothed body which can automatically seg-

ment each piece of clothing and estimate the minimally

clothed body shape from 3D scans and Frâncu et al.[22]

also proposed a scanning system for garment. Although

these methods are relative simple and easy to execute

for non-experts, the modeling results are often unsatis-

factory since they reflect limited details and need to be

further enhanced.

Garment Editing. The garment designers usually

need to change the style and size of a 3D garment. In

consequence, the garment editing can be quite vital.

Wang et al.[23] proposed the garment editing method

for fitting a garment to different body shapes while pre-

serving the garment pattern grading design. Umetani

et al.[24] presented an interactive tool for interactive

bidirectional editing between 2D patterns and 3D high-

fidelity simulated draped forms. A new framework was

also developed, which allows designers to directly edit

the garment in 3D space and create the 2D patterns via

a physical draping simulation[25]. In addition, a com-

puter aided design (CAD) solution[26], which can be

applied to virtual try-on, fitting evaluation and style

editing, was proposed in order to speed up the cloth-

ing design process. Spahiu et al.[27] presented a review

about CAD systems used by the fashion designer.

To sum up, those methods study the garment mod-

eling, capturing and editing from different aspects.

However, none of them focus on the 3D structure of

garment seam which is exactly the core content of our

study. Hence in Section 4 and Section 5, we will de-

scribe our garment seam modeling process in details.

3 Garment Seam Modeling Framework

The pipeline of our garment seam modeling frame-

work is shown in Fig.2. The input of our method is

a single seam image and there are four main steps in

our modeling approach: seam image database setup,

seam image positioning and seam parameters analysis,

seam parametric model design, and the generation of

garment model with the seam structure.

Given a single seam image, we first use the location

detector to get the exact seam location in the image,

which is useful to seam type and parameters analysis

because of removing unrelated factors. As shown in

Fig.2, the seam classifier is used to identify the type of

the seam. Then our sewing thread estimation method

could generate seam parameters automatically. The

seam formula set has been established according to our

seam image database. When we get seam image type

and parameters, the parametric model of the seam is

generated by the seam modeling formula. In addition,

users can mark the seam position on the garment gene-

rated by existing methods and finally obtain a garment

model with the seam structure.

During the establishment stage of the seam image

database, we divide the seam image database into 10

Input Image Seam Location

Seam
Detector

Seam
Database

Seam
Classifier

Seam Type

Sewing Thread Parsing

Parametric Seam
Model

3D Seam

Fig.2. Pipeline of our garment seam modeling framework. Given a seam image, we first use the seam detector to locate the exact
position of the seam, and the seam classifier to identify the type of the seam and automatically generate seam parameters. Then the
garment model with the seam structure is produced by combining the seam model and the garment model.
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categories, each of which includes hundreds of seam im-

ages with different textures and sizes. There are to-

tally more than 2 000 seam images in our seam image

database.

The exact location of the seam in the image is la-

beled and a location detector is trained based on the

position of each seam in the database to analyze the

exact location information of the seam in a single im-

age. The seam classifier is trained using the exact po-

sition of the seam image to analyze the seam category.

We have established a sewing thread estimation method

for automatically analyzing the parameters of the seam

model based on a single seam image. Hence, all para-

meters of the seam model are generated from a seam

image and the seam model is also established by using

these parameters.

We unfold the existing garment model in the two-

dimensional plane, mark the location of the seam sec-

tion, and segment the garment model. Then the seam

model is connected with the garment model in the

marked position by our connection method and the gar-

ment model with the seam structure can be generated

ultimately.

4 Garment Seam Modeling Database

4.1 Seam Image Database

Since most of the garment is produced in the in-

dustrial process, our seam image database contains 10

common types of seams which correspond to our seam

models one by one as shown in Fig.3.

v

v
v

v v
v

v

v v

l l

l l l l

lll

l

vv

v
v

v v

v

b a

b ab a
b a

b ab ab ab a

b a b a b a

(b)(a) (c) (d)

(f)(e) (g) (h)

(i) (j)

Fig.3. Seam models. (a) Flat-fell seam. (b) Plain seam. (c) Welt seam. (d) French seam. (e) Double-stitching seam. (f) Piped seam.
(g) Serged seam. (h) Curling seam. (i) Stuffy seam. (j) Lapped seam.
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We collect more than one hundred different seam

images for each type of seam under different lighting

and viewing environments. Our seam image database

includes a total of 2 039 seam images as shown in Ta-

ble 1.

We mark the exact position of the seam in the

database with a bounding box. The most representa-

tive information of the seam is cut out in consequence

of reducing the interference information.

4.2 Parametric Seam Models Database

Through the observation of seam images in our seam

image database, we find that a complete seam model

could be obtained by designing a seam cross-section

model. Therefore, the parametric formula is established

for each type of seam cross-section model in this paper.

For the flat-fell seam model shown in Fig.3(a), v0
is the starting position of the seam cross-section, and

v1 is the end position of the seam cross-section. They

are connected to different fabrics. a and b are halves

of the two axises in the ellipse, which represent the de-

gree of bending of the fabric at the sewing position. l

is the distance between the two seam threads, and the

two ends of l are the positions of the sewing. The rest

of seam cross-section models are also shown in Fig.3,

and v0, v1, a, b and l have the similar meaning to the

previous seam model.

The seam cross-section models from Fig.3(a) to

Fig.3(f) are used for the sewing method between two

pieces of fabric. While the seam cross-section models

from Fig.3(g) to Fig.3(j) represent the sewing method

at the edge of the fabric.

We also model the sewing thread above the seam

section. As shown in Fig.4, l1 indicates the outside

length of sewing thread, and a1 and b1 represent the

curvature of the thread at the sewing position, while l2

indicates the length of the inside of the sewing thread.

By now the garment seam modeling has been com-

pleted.

l

b

b

a a

l

l

Fig.4. Sewing thread model above the seam section.

5 Seam Model Analysis Based on Seam

Database

Here we need to train two detectors: one is based on

a deformable-part-model (DPM)[28-29] as a seam posi-

tion detector, and the other is based on ResNet-101[30]

seam type detector.

5.1 Seam Detection and Classification

The DPM detector has a very successful application

in target location and segmentation disciplines; hence

it is used for precisely locating the seam. The DPM

detector requires seam images and seam position label-

ing information in our seam image database. Since the

DPM detector could only be used to detect the hor-

izontal position of the bounding box shown in Fig.5,

we rotate the original seam image to find out the most

horizontal position of the bounding box and randomly

select a seam image which is not in a horizontal posi-

tion as the negative sample. Eventually we manage to

train the DPM detector.

Fig.5. Part of the training data for the DPM detector. (a)
Positive samples with marked bounding boxes. (b) Negative
samples.

For the input of the single seam image, we believe

that the bounding box could represent the seam po-

sition information, which would be used in the seam

classification.

We take the ResNet-101 as the target model to fine-

tuning. The last fully connected layer whose output is

a 1 000-dimensional vector is replaced by a newly initia-

lized layer with the output of 10 dimensions and then

followed by a softmax layer. We initialize the newly

added fully connected layer by means of “xavier”[31]
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and take 1 727 samples which are randomly selected

from our image database to fine-tune the model. Hori-

zontally flipping is applied to those training data so as

to obtain more samples. We set the base learning rate

to 0.000 1 and weight decay to 0.000 2. The base learn-

ing will be timed with 0.1 every 10 epochs. We fine-tune

the model for 12 epochs and then take the fine-tuned

model as the final classifier.

5.2 Customized Seam Modeling

To enhance the practicality, our seam database con-

tains the common seam models and these seam mod-

els already include most seam structures in daily life

scenes. If the user encounters a seam model which is

not in our seam database, we provide a practical solu-

tion that the user could create a seam model by draw-

ing the special seam cross-section. Hence, our system

can automatically generate other seam models by user

interaction.

For the seam cross-section model drawn by a user,

we first denoise the model using differential filtering

function (DIFF) to get the initial curve of seam cross-

section (see Fig.6).

(a)

(b)

LΤk֓

LΤk֓

Wk֓

Wk֓

Fig.6. (a) Original image drawn by the user. (b) Seam cross-
section model generated by our system. L and W represent the
length and width of the original curve segment.

According to the characteristics of the seam model,

each curve is divided at the point with the largest ab-

solute value of the tangent to generate multi-segment

curves, and key points are obtained on each curve se-

quence of the initial curve. In order to meet character-

istics of seam model, we set the two parameters ki−1,

ki−2 for each curve, and the users can adjust each curve

according to their own needs, as shown in Fig.7. Fi-

nally, we use the b-spline function to fit our sequence of

key points to generate a complete suture cross-sectional

model in (1).















































L(x) =

n−1
∑

i=0

sign((x − xi)(xi+1 − x))Si(x),

Si(x) = f0(x̃, ki2 ỹ) + f1(x̃, ki2 ỹ)Q+

f2(x̃, ki2 ỹ)Q
2 + f3(x̃, ki2 ỹ)Q

3,

Q = x− x0 − ki1(xi − x0),

s.t. x̃ ∈ [xi, xi+1],

(1)

where L(x) is the curve line of our seam model and i is

the number of multi-segment curves. xi indicates the

end point of curve i (curvei) and (x̃, ỹ) is the point se-

lected by the DIFF function in curvei. f0, f1, f2, f3 are

the parametric functions of the b-spline method which

could be solved by solving equations in [32]. ki1 and ki2
are the horizontal and the vertical adjustment parame-

ters of curvei respectively.

(a) (b)

(c) (d)

k֓/֒ k֓/⊲

k֓/֒ k֓/

k֓/֒ k֓/⊲

k֓/֒ k֓/⊲

k֓/⊲֒ k֓/

k֓/֒ k֓/

Fig.7. (a) (b) (c) Results of parametric adjustment based on
seam cross-section model in Fig.6(b). (d) Rendering result of
the seam model in (c).

5.3 Sewing Thread Estimation

The seam image generated by the DPM detector is

divided into patches O[33], which is useful to analyze

the sewing position and the seam thread parameters

(see Figs.8(a) and 8(c)).
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Fig.8. (a) (c) Seam images divided into patches. (b) Result of
the seam gap position. (d) Result of the location of the sewing
thread.

One of the most important features for the seam

model is the seam gap position, which is the position

between two pieces of fabric (see Fig.8(b)). It is ob-

vious to find that the seam gap position is located in

the border of the patch. In consequence, we design the

following formula to analyze the seam gap position.

min
i

k
∑

j=0

f(i, j)

s.t. k = image.width,

0 < i < image.length,

(2)

where f(i, j) in (2) indicates the shortest distance from

point(i, j) to the patch boundary.

Another significant feature of the seam model is the

location and size of the sewing thread (see Fig.8(d)).

There are three factors that affect the analysis of the

sewing thread, which are the color prominence, the size

of the patch, and the distribution of patches in the hori-

zontal direction. We infer the location and size of the

sewing thread by (3).

max
i

k
∑

j=0

360

bin
∑

I=1

(H(I)− H̄(I))
2

H̄(I)
+

λ

e|β−β̄|

s.t. (i, j) ∈ patch O,

k = image.width,

0 < i < image.length,

(3)

where H is the histogram of HSV color value in O and

H̄ is the histogram of average HSV color value in all

patches. bin is the interval length of histogram and

Chi-square distance function is used to calculate color

distance. β is the size of O. β̄ is empirically set to half

of the average patch size. λ controls the balance of the

first term and the second term.

After obtaining the exact position of the sewing

thread, the center of each patch can be easily calcu-

lated. Through the horizontal translation, patches are

overlapped together (see Fig.9(b)). The area of high

coincidence is used for the final parameter estimation.

We set the 50% coincidence rate as the threshold based

on experience and get effective results. Our sewing

thread model is used for position matching to have the

maximum coincidence rate with the patch block (see

Fig.9(c)). The values of l1, b1 and a1 have been gene-

rated from position matching. The value of l2 can be

obtained by subtracting 2@a1 from the average distance

between patches.

(a) (b) (c)

l

b a

Fig.9. (a) Analytical results for the position of the sewing
thread. (b) Center position of the sewing thread overlapped
together by translation. (c) Seam thread parameter analysis.

For the seam structure parameters, b is equal to

the thickness of fabric as a default value. As shown in

Figs.3(a), 3(e), 3(f) and 3(j), the value of l is the ver-

tical distance of the adjacent sewing thread patch and

the value of a is the vertical distance between the gap

and the thread patch (see Fig.10(a)). In other models,

the value of a could be obtained from the average length

of all patches connected to the gap position. The value

of l can be obtained by subtracting a from the vertical

distance between the gap and the thread patches (see

Fig.10(b)). By now we have generated all the parame-

ters of the seam models.

l
l

a
a

(b)(a)

Fig.10. (a) (b) Results of two different seam models.
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6 Stitching Seam with Garment

6.1 Marking Seam Positions

First, for the existing garment model (the design

model with professional tool or the image-based gar-

ment model), we use the unfold3D tool 3○ to expand

it in the 2D plane. Marking the seam of the three-

dimensional model cannot accurately deal with garment

wrinkles and the shelter of garment sewing position or

other issues. This is why it cannot accurately mark the

true position of the seam. Hence we first expand the

garment model in the 2D plane. Then users mark the

seam position as shown in Fig.11.

(b)(a)

Fig.11. (a) Garment model expanded in 2D plane. (b) Seam
position marked by users.

6.2 Cutting and Sewing Garment Model

A series of discrete coordinate points on the 2D

plane marked by users are mapped to a 3D garment

model (our 2D plane points correspond to the points

on the 3D model). A smooth seam curve is generated

by the spline interpolation function[32].

The newly generated spline curve may not fit well

with the garment model, but it will not be far from the

surface of the garment. We project the curve through

the shortest distance function to the surface of the gar-

ment.

min
x2,y2,z2

‖(x2 − x1, y2 − y1, z2 − z1)‖
2
2,

s.t. (x2, y2, z2) ∈ C
+,

(x1, y1, z1) ∈ C
−,

(4)

where C+ includes all points of faces which belong to

the garment model, and C− includes all points the spine

function generates. We use the minimum result of the

point (x2, y2, z2) to replace the point (x1, y1, z1) in

(4).

In order to connect the seam to the garment model,

we retrieve all the vertices of the garment model, find

all the vertices (recorded as A) from the garment model

by the nearest neighbor method with the seam line and

cut the triangular patches where the vertices are lo-

cated. All the vertices connected to A at the upside

of the seam are denoted as V1 (in red), and the vertex

connected to A at the downside of the seam is denoted

V2 (in blue) as shown in Fig.12.

∀ v ∈ V1, (v − a)× a.t · a.n > 0,

∀ v ∈ V2, (v − a)× a.t · a.n < 0,
(5)

where a.t indicates the tangent vector of A, a.n in-

dicates the normal vector of A, and v indicates all of

vertices connected to A.

(a) (b)

V

Vertices in V

Vertices in V Vertices in A

V

Fig.12. (a) Garment model. (b) Categorization results for ad-
jacent vertices.

All points from sets V1 and V2 in (5) are shown

in Fig.12 with the red line between V1 set and V2 set.

Through the red line connection relationship, we sort all

points from sets V1 and V2, which is conducive to patch

production. Specific methods refer to Algorithm 1.

Algorithm 1 . Sorting All Points from V1 and V2 Sets

Require: n1 is the number of V (1, ..., n1) in set V1, and n2 is
the number of V ∗(1, ..., n2) in set V2; we use Vnew to indicate
the new sort of V1 and V2

for i = 1 to n1 do

for j = 1 to n2 do

if Vi is connected to V ∗

j then

Set V ∗

j
is the first V in our sort and Vi is the second

V in our sort
Vnew(1) = V ∗

j

Vnew(2) = Vi

break
end if

end for

end for

count = 2
while count < n1 + n2 do

for each v ∈ V or V ∗ do

if v is connected to Vnew(count) and v! = Vnew(count−1)
then

Vnew(count+ 1) = v and count++
break

end if

end for

end while

return Vnew

3○Unfold 3D tool. http://www.polygonal-design.fr/, Mar. 2018.
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V1 is connected to the upside of the seam by the

nearest neighbor method, and V2 is connected to the

downside of the seam by the nearest neighbor method.

Since there are obvious folds on the directly connected

model, we insert smooth points between the connection

points, thus creating a smooth garment model with the

seam structure.

7 Experiments

In order to verify the effectiveness of our image-

based garment seam modeling method, we use our

method to do numerous experiments. We perform all

of our experiments on an Intelr Core i7 3.40 GHz CPU

machine with 12 GB memory and 1080p GPU. All of

our rendering results are done using Mitsuba 4○.

The seam type detector is generated based on our

seam image database. 1 727 seam images are selected as

the training set randomly and the test set has 312 seam

images. The result is shown in Table 1. The accuracy

of each type of seam images and the overall accuracy

can be found in the table.

Table 1. Classification Accuracy of Seam Models

Type Training Testing Precision (%)

Flat-fell seam 199 38 92.0

Plain seam 257 40 90.0

Welt seam 183 30 90.0

French seam 242 35 88.5

Double-stitching seam 137 30 90.0

Piped seam 120 29 89.6

Serged seam 228 32 90.6

Curling seam 101 24 87.5

Stuffy seam 168 30 86.6

Lapped seam 102 24 91.6

Total 1 727 312 89.7

Based on our seam modeling framework, we enter

a seam image, as shown in Fig.13(a). Our method

can automatically generate seam model, as shown in

Fig.13(b). From the modeling result, we can see that

our modeling system can create many kinds of seam

model from a single image.

Fig.13. (a) Input seam images. (b) Corresponding modeling results. (c) Garment models generated by [19]. (d) Corresponding
examples of the garment model with the seam structure.

4○Mitsuba. https://www.mitsuba-renderer.org/, Mar. 2018.
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In addition, we connect the seam model to the gar-

ment model to produce a garment model with the seam

structure. The original model of the garment is in

Fig.13(c) which is generated using the method of [19]

and we present the corresponding garment model with

the seam structure in Fig.13(d).

Our system can be easily edited by users. The origi-

nal garment model with the seam structure is generated

in Fig.14(a). The seam models with different num-

bers of sewing threads are created according to user

interaction (see Fig.14(b)). The seam type and seam

thread parameters could also be changed by users (see

Figs.14(c) and 14(d)).

(a) (b)

(c) (d)

Fig.14. Editing results of our seam models. (a) Original gar-
ment model. (b) With different number of sewing threads. (c)
with different seam type. (d) with different seam thread.

Seam structure will present different visual effects

under different lighting or different perspective condi-

tions. We have done two sets of comparative tests

using our method and texture mapping method re-

spectively. In two different observation perspectives

and fixed lighting conditions, our seam model and the

sewing thread model produce more obvious visual ef-

fects (see Fig.15(a)), while the change of texture map-

ping method is small in detail (see Fig.15(a)). With

fixed viewing angles and changing lighting conditions,

the lighting effects of our method can change obviously

in Fig.15(b), but there is almost no change in the way

of texture mapping method (see Fig.15(b)).

Our seam modeling method might cause problems

in some situations. In the intersection of two seams,

it could not produce the effect of the intersection. We

show two examples of failure cases. The first example is

the intersection of two seams between the fabrics, and

the second example is the intersection of two seams at

the edge of the fabric (see Fig.16). This is because our

seam database does not have the complex structure of

the intersection.

(a) (b)

Fig.15. (a) Comparison results of our method and texture map-
ping method under different perspective conditions. (b) Compa-
rison results under different lighting conditions.

Fig.16. Failure cases. (a) Input seam images. (b) Modeling
results.

8 Conclusions

In this paper, we proposed a garment seam mod-

eling framework to generate the seam model based on

a single seam image. In order to achieve our goal, we

established a marked seam image database and a seam

parametric formula set. We connected our seam model

and the existing garment model to produce a garment

model having seams. Besides, many of the experimen-

tal results verified the effectiveness of our system.
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The automatical seam model generation is only

available in our garment seam modeling database and

our system can generate other seam models by user

interaction. In addition, for the generation of a gar-

ment model with seams, we need users to mark the

specific location of the seam using our system. In con-

sequence, our existing seam modeling system can be

enhanced by adding more types of images and models

to our seam database in order to automatically model

more seam types. Moreover, a seam position template

database should be created so that users do not need to

mark the seam position by selecting the seam position

template provided in the database. All these will be

covered in out future work.
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