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Abstract Recommender systems as one of the most efficient information filtering techniques have been widely studied

in recent years. However, traditional recommender systems only utilize user-item rating matrix for recommendations, and

the social connections and item sequential patterns are ignored. But in our real life, we always turn to our friends for

recommendations, and often select the items that have similar sequential patterns. In order to overcome these challenges,

many studies have taken social connections and sequential information into account to enhance recommender systems.

Although these existing studies have achieved good results, most of them regard social influence and sequential information

as regularization terms, and the deep structure hidden in social networks and rating patterns has not been fully explored.

On the other hand, neural network based embedding methods have shown their power in many recommendation tasks

with their ability to extract high-level representations from raw data. Motivated by the above observations, we take the

advantage of network embedding techniques and propose an embedding-based recommendation method, which is composed

of the embedding model and the collaborative filtering model. Specifically, to exploit the deep structure hidden in social

networks and rating patterns, a neural network based embedding model is first pre-trained, where the external user and item

representations are extracted. Then, we incorporate these extracted factors into a collaborative filtering model by fusing them

with latent factors linearly, where our method not only can leverage the external information to enhance recommendation,

but also can exploit the advantage of collaborative filtering techniques. Experimental results on two real-world datasets

demonstrate the effectiveness of our proposed method and the importance of these external extracted factors.

Keywords social recommendation, network embedding, matrix factorization, item sequential pattern

1 Introduction

With the development of computer technology, the

Internet provides a convenient way for users to commu-

nicate with each other while it also faces the informa-

tion overload problem. How to help users find useful in-

formation from vast amounts of user-generated data has

become one of the most urgent problems to be solved.

The recommender system as one of the effective infor-

mation filtering technologies has attracted lots of atten-

tion in recent years, which tries to solve the information

overload problem by suggesting items (e.g., locations,

books, and movies) to the users that have potential

interest to them. Typical recommender systems are

collaborative filtering based matrix factorization (MF)

models, which try to learn the latent representations of

users and items by leveraging their similar neighbors in

a matrix completion task[1-2].

However, traditional methods only utilize the user-

item rating matrix for recommendation, and the social

connections (e.g., friends, trust relations) and item se-

quential patterns are ignored. But in our real life, we

Regular Paper

Special Section on Recommender Systems with Big Data

This work was supported by the National Natural Science Foundation of China under Grant Nos. 61602282, 61772321, 61472231
and 71301086, and the China Postdoctoral Science Foundation under Grant No. 2016M602181.

©2018 Springer Science +Business Media, LLC & Science Press, China



Lei Guo et al.: Exploiting Pre-Trained Network Embeddings for Recommendations in Social Networks 683

always turn to our friends that we trust for recommen-

dations, and often select the items that have similar

sequential patterns. Social connections and sequential

patterns are important factors for us to recommend the

right items. Taking the recommendation scenario in so-

cial network as an example, suppose we have two users

(u1 and u2) and two items (v1 and v2), where u1 and u2

trust each other. In this scenario, when we recommend

items to u1, we will also consider the items that have

been preferred by u2. Moreover, if we know items v1

and v2 are often rated sequentially by user u2, we will

have a high confidence to recommend v2 to u1, since

he/she is very likely to rate v2 next time as user u2 has

done. The social connections help us locate the items

that we are potentially interested in. The item sequen-

tial patterns help us find out the items that are rated

sequentially.

How to overcome these challenges to further im-

prove the recommendation performance has become

one of the hot spots in recent studies[3-5]. Ma et

al.[5] treated social networks as the social constraints

on recommender systems and designed a matrix fac-

torization objective function with social regularization.

Guo et al.[6] learned the user feature factors by rank-

ing items correctly and proposed a category sensitive

random walk method to explore the impact of social

relations with different facets. Wang et al.[7] proposed

a sequential personalized recommendation method for

spatial items, which introduces the topic-region variable

to model the sequential influence. Although these exi-

sting studies have achieved good results, most of them

regard social influence and sequential information as

regularization terms, and the deep structure hidden in

social networks and rating patterns has not been fully

explored.

On the other hand, deep learning based embedding

technique has shown its power in many recommenda-

tion tasks with its capability of extracting hierarchi-

cal representations from raw data. Chu and Tsai[8]

extracted the visual features from photos taken by

customers by utilizing a convolutional neural network

model, and then incorporated them into the collabo-

rative filtering based recommendation methods. Liang

et al.[9] trained a neural network on semantic tagging

information as a content model and used it as a prior

in a collaborative filtering model. The application of

the embedding technique is not limited to images, con-

tents and music, and it also provides an effective way

to explore the network structure patterns by using low-

dimensional embedding vectors[10]. Perozzi et al.[11]

proposed the DeepWalk approach to learn the represen-

tations of vertices in a network, which uses local infor-

mation obtained from truncated random walks to learn

latent representations by treating walks as the equiva-

lent of sentences. Grover and Leskovec[12] extended

the DeepWalk method and proposed a novel leaning

method named node2vec by defining a flexible notion

of a node’s network neighborhood and designing a bi-

ased random walk procedure. But these studies focus

on learning node representations by investigating the

network structure deeply, and cannot directly learn the

embeddings of item sequential patterns. Moreover, the

performance of integrating external factors deduced by

neural networks and latent factors learned by collabo-

rative filtering techniques is not clear.

Motivated by the above observations, we take ad-

vantage of the network embedding techniques to learn

the deep information hidden in social connections and

rating patterns, and propose an embedding-based so-

cial recommendation method, which is composed of the

embedding model and the collaborative filtering model.

In the embedding model, a neural network, i.e., the

node2vec model[12], is pre-trained to learn the user and

the item representations from the corresponding social

networks and the item sequential patterns, respectively.

In the collaborative filtering model, the latent factor

model matrix factorization is introduced to deal with

the rating matrix, from which the low-rank latent fac-

tors are learned. To exploit the learned embeddings,

the outputs of the node2vec are treated as the high-

level representations of social and sequential context,

and they are further fused with the latent factors by

a linear model. To evaluate the effectiveness of our

proposed method, we conduct experiments on two real-

world social networks, and the results indicate that our

method is more effective and can achieve a better per-

formance than other related recommendation methods.

In summary, the main contributions of this paper

are as follows.

• We utilize the network embedding model

(node2vec) to learn the representations of users and

items from the social network and a pre-defined item

sequential network.

• We propose an embedding-based recommendation

model MFn2v+ by integrating the learned embeddings

from node2vec with the latent factors from the collabo-

rative filtering model linearly, which can exploit the

advantages of these two models simultaneously.

• We conduct experiments on two real-world

datasets to evaluate the performance of our proposed
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method and the influence of these external extracted

factors.

The remainder of this paper is organized as follows.

Section 2 first describes the recommendation problem

we study in this work, and then briefly discusses the re-

lated recommendation methods. Section 3 reviews the

basic low-rank matrix factorization method, which is

introduced as the basic recommendation method of our

work. Section 4 combines the embedding model with

latent factor model, and proposes two embedding-based

recommendation methods MFn2v and MFn2v+. Sec-

tion 5 shows the comparison results of MFn2v+ with

other related methods in two real-world datasets. Sec-

tion 6 outlines some conclusions and directions for fu-

ture work.

2 Preliminary

In this section, we first describe the recommenda-

tion scenario in social networks. Second, we review and

discuss some related recommendation methods.

2.1 Problem Statement

Let us consider the recommendation problem in so-

cial networks, where users can express their preferences

by rating on different items, and the more they like

the item, the higher the rating they give. But diffe-

rent from traditional recommender systems, as we al-

ways turn to our friends for recommendations, users can

make social connections to express their social interest

by connecting with different users, and the more com-

mon friends they share, the more similar interest they

have. In addition to the social relationships, users also

express their interest by rating items in different se-

quence orders. The item sequential pattern provides

another way for us to learn user model deeply. The

recommendation scenario in social network is shown in

Fig.1, which includes three central elements: the user-

item rating matrix, social connections among users, and

item sequential patterns.

Suppose we have a social network G = (U , E) (as

shown in Fig.1(a)), where U is the user set, and E is the

social relation set. Each user u ∈ U makes some users

that have similar interest be his/her friends. Except

these social relationships, users also rate some items

(as shown in Fig.1(b)) in different sequence orders to

express their favors, where the observed rating data

is denoted as real values (from 1 to 5), and the un-

known data is denoted as “?” (as shown in Fig.1(c)).

In this scenario, when we recommend items to users, we

will consider not only the user’s rating history, but also

the social connections and the item sequential patterns.

Hence, how to make effective recommendations by uti-

lizing above contexts in social networks is the main task

of this work.

2.2 Related Work

Typical recommender systems are collaborative fil-

tering based techniques[13], which can be categorized

into two classes: memory-based[14-15] and model-

based approaches[16-18]. Compared with memory-based

methods, which directly make predictions based on the

strategies that can find similar users or items, model-

based methods focus on employing machine learning

and statistical techniques to learn a compact model to

make predictions. For example, Hofmann[19] presented

a powerful method for collaborative filtering based on a

generalization of probabilistic latent semantic analysis

to continuous-valued response variables, which is highly

scalable and extremely flexible. Salakhutdinov and

Mnih[2] presented the probabilistic matrix factorization

(PMF) model to make predictions on the large, sparse
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relation network. (c) User-item rating matrix.
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and very imbalanced Netflix dataset, and achieved a

better score than other related recommendation meth-

ods. However, these traditional recommendation meth-

ods only utilize rating history for recommendation, and

the social connections and the item sequential patterns

are ignored. To overcome these challenges, many re-

searchers began to take social context information to

enhance traditional recommender systems. For exam-

ple, Menon and Elkan[20] introduced a log-linear model

with latent features (LFL) for user-item pair predic-

tion, where the side information can be easily exploited

for predictions. In this work, the authors measured the

interactions between the inputs and labels by feature

functions to train the log-linear model, and then ext-

ended the model by adding latent features. One of the

strengths of this model is that it can easily handle the

side information existing in the system. According to

the information that has been considered, existing stu-

dies can be classified as social network based recommen-

dation methods and temporal-aware recommendations.

Social Network Based Recommendations. In real-

world social networks, as users always seek advice from

their friends, exploring the social connections among

users for recommendation has been widely studied

in recent years[21-25]. For example, to overcome the

data sparsity of the input rating matrix, Massa and

Avesani[21] exploited the trust information explicitly

expressed by users to search for trustable users, and the

items appreciated by these users are then recommended

to the target user. Instead of simply considering rat-

ing from trusted neighbors for recommendation, Jamali

and Ester[22] proposed a random walk model combin-

ing the trust-based and the collaborative filtering model

for recommendation, which allows us to define and mea-

sure the confidence of a recommendation. However, the

above existing methods are memory-based approaches,

which are based on literal memory of past rating, and

cannot be extended to very large datasets. Hence, some

model-based approaches are further proposed to over-

come this challenge[4,26-31]. For example, Ma et al.[4]

investigated the social recommendation problem in a

latent factor model, i.e., matrix factorization method,

where the low-rank latent factors of users and items

are learned. To incorporate the social connections for

recommendation, a recommendation method that fuses

the users’ tastes and their trusted friends’ favors to-

gether was proposed[32]. Jamali and Ester[32] incorpo-

rated the mechanism of trust propagation into the ma-

trix factorization model and proposed a novel model-

based approach named SocialMF, which assumes the

factors of every user are dependent on the factor vec-

tors of his/her direct neighbors in the social network.

Then, the user latent factors are composed by two com-

ponents, that is, the zero-mean Gaussian prior that

avoids over-fitting and the conditional distribution of

user latent features given the latent features of his/her

direct neighbors. With this idea, latent factors of users

indirectly connected in the social network will be de-

pendent and hence the trusts get propagated. By per-

forming gradient descent for all users and items, a local

minimum can be found. This method has achieved the

state-of-the-art recommendation performance in many

public datasets and recommendation scenarios. Differ-

ing from [32], Ma et al.[33] interpreted the differences

between social-based recommender systems and trust-

aware recommender systems, and proposed the social

regularization based recommendation method (SoReg)

to further improve traditional recommender systems.

In their work, they conducted the vector space simi-

larity (VSS) and Pearson correlation coefficient (PCC)

to measure the similarities of two users, and modeled

the social network information as social regularization

terms to constrain the matrix factorization objective

function. In our experiments, the individual-based

regularization model is utilized, which is sensitive to

those users whose friends have diverse tastes. Moti-

vated by the intuition that users are likely to seek sug-

gestions from both their local friends and users with

high global reputations, Tang et al.[34] exploited social

relations from local and global perspectives for online

recommender systems, where the global context is cap-

tured by weighting the importance of user rating ac-

cording to users’ reputation scores.

Temporal and Sequence-Aware Recommendations.

Inspired by the intuition that successively rated items

are more likely to be correlated, that is, the sequence

of a user’s behaviors within a specific time interval

can reflect the user’s rating interest, researchers have

also exploited the temporal and item sequence context

for recommendation[7,35-39]. For instance, Zhang and

Chow[40] proposed a probabilistic framework for time-

aware location recommendations, which estimates the

time probability density of a user visiting a new lo-

cation without splitting the continuous time into dis-

crete time slots. To capture temporal dynamics, Liu et

al.[37] extended the collaborative ranking model with a

time-aware parameter and introduced a novel tempo-

ral smoothness regularization term to avoid overfitting.

Zhang et al.[41] exploited sequential influence on loca-

tion recommendations, where they first represented the
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mined sequential patterns from location sequences as

a dynamic location-location transition Graph (L2TG),

and then predicted whether a user will visit a location

by additive Markov chain. Finally, a unified recom-

mendation framework that fuses sequential influence

with geographical influence and social influence was

proposed. Wang et al.[7] introduced a novel latent varia-

ble topic-region to model and fuse sequential influence

with personal interest in the latent space and the ex-

ponential space, and a sequential personalized spatial

item recommendation framework was proposed.

Except the social, temporal and item sequen-

tial contexts, other types of contexts have also been

explored[42-47]. For example, Carrillo et al.[46] pre-

sented context-aware user profiles, in which the profile

definitions are associated with particular situations en-

countered by the users. Lian et al.[47] advised to take

the geographical influence into account as context and

developed the model that joints geographical model-

ing and matrix factorization (GeoMF), which uses the

augmented latent factors to model the users’ cluster-

ing phenomenon. Zheng et al.[48] focused on how to

take the effect of emotions in recommendations. Specifi-

cally, they explored the usage of emotions to discover

how emotional features interact with those context-

aware recommendation algorithms in the recommenda-

tion process.

However, most of these previous studies mainly con-

sider social and item contexts as regularization terms,

and most of them do not incorporate these contexts

by utilizing the embedding techniques, which have

achieved great success in many other related tasks.

Embedding-Based Recommendation Methods. With

the development of deep neural networks[49-52], dis-

tributed representation methods and embedding mod-

els have been well studied in recent years[53-57]. For

instance, Mikolov et al.[56] showed how to train dis-

tributed representations of words and phrases with the

Skip-gram model. Tang et al.[57] proposed a novel net-

work embedding method, which can easily scale up

to networks with millions of vertices and billions of

edges. As embedding methods have the capability of

extracting hierarchical representations from raw data,

many researchers have also tried to incorporate these

extracted factors into recommender systems. For ex-

ample, Zhao et al.[10] presented a novel perspective

to address the recommendation task by utilizing the

network representation learning techniques, which first

transforms the adoption records into a k-partite adop-

tion network, and then applies the network embedding

approach to learn vertex embeddings. In this way,

the recommendation task is casted into a similarity

evaluation process using embedding vectors. Inspired

by the success of word embedding models, Liang et

al.[58] learned item embeddings using the sets of items

each user has consumed, and further proposed a co-

factorization model to jointly decompose the user-item

interaction matrix and the item-item co-occurrence ma-

trix with shared item latent factors. To leverage the

knowledge extracted from social networking sites for

cross-site cold-start product recommendation, Zhao et

al.[59] learned both users’ and products’ feature rep-

resentations from e-commerce website using recurrent

neural networks, and then developed a feature-based

matrix factorization approach to leverage the learnt

user embeddings for cold-start product recommenda-

tion.

Inspired by these existing studies, we leverage the

factors hidden in the deep structures of social connec-

tions and item relations in an embedding-based recom-

mender system. Our proposed method differs from

the existing approaches in two aspects. First, we for-

malize the relationships of users and items into a pre-

defined network respectively, and then extract the ex-

ternal representations by utilizing network embedding

techniques. Second, we integrate the extracted network

embeddings and the latent factors learnt from collabo-

rative filtering models in a fused framework, which can

benefit from these two models.

3 Low-Rank Matrix Factorization

To learn the latent factors from user rating data,

we introduce the low-rank matrix factorization (LMF)

method as our basic recommendation framework. The

premise behind the LMF model[60] is that there is only

a small number of factors influencing the users’ pref-

erences, and a user’s preference vector is determined

by how each factor applies to that user, which facil-

itates rapid dimensionality reduction of big data[2,61].

LMF model also offers much flexibility and enables us

to integrate side information to make more accurate

recommendations.

Suppose we have an M × N rating matrix R =

(ru,i)M×N describing the numerical rating of M users

on N items, where each entry ru,i denotes the rating

of user u on item i. LMF approach seeks to approxi-

mate the rating matrix R by a multiplication of k-rank
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factors, and its objective function can be arrived as:

L(U , I) = min
U ,I

1

2

M∑

u=1

N∑

i=1

(ru,i −U
T
u Ii)

2 +

λU

2
‖U‖2F +

λI

2
‖I‖2F, (1)

where U and I are the latent feature factors of users

and items, with column vectors Uu ∈ R
k and Ii ∈ R

k

representing user-specific and item-specific feature vec-

tors, respectively. U
T
u Ii is the predicted score for

pair (u, i), and λU

2 ‖U‖2F + λI

2 ‖I‖2F is the correspond-

ing regularization term. || · ||2F denotes the Frobenius

norm. LMFminimizes the sum-of-squared-errors objec-

tive function with quadratic regularization terms, and

gradient-based approaches can be applied to find a local

minimum.

Although the LMF method has achieved great suc-

cesses in many recommender systems, it assumes users

and items are independent and identically distributed

(i.i.d.), and only rating data is used in this method. The

information from social connections and item sequences

is ignored, which is important in social recommendation

scenarios.

4 Combined with Network Embedding Factors

In this section, we first introduce the network em-

bedding technique (node2vec) to pre-learn the external

extracted factors. Then, we explore and discuss how

to exploit user-trust relationship and item relationship

to assist recommendation. In particular, we propose to

partition rating dimensions into latent factors and net-

work embedding factors (as shown in Fig.2), where the

latent factors can be obtained by directly factorizing the

rating matrix, and the network embedding factors can

be achieved by pre-training the pre-defined user social

network and item sequential network.

Network
Embedding

Matrix
Factorization

Network
Embedding

Matrix
Factorization

Rating 

Prediction

User Trust
Network Item Relation Network

Pre-Trained
Features of User 

Latent Features
of User 

Latent Features
of Item

Pre-Trained
Features of Item 

Fig.2. Diagram of our preference predictor, where rating dimensions consist of latent factors and external embedding factors.

4.1 node2vec Algorithm

Inspired by the success of neural network based em-

bedding model in link prediction and node classification

task, in this work we pre-train a network embedding

model node2vec 1○ in a semi-supervised task, and use

the learnt embeddings as the representations of users

and items. node2vec can learn the high-level contin-

uous feature representations for the nodes within any

given network, and can capture the diversity of connec-

tivity patterns observed in networks by a biased random

walk.

Let G = (A, E) be the given network, where A de-

notes the node set and E denotes the edge set. For ev-

ery source node m ∈ A, let NS(m) ⊂ A be the network

neighborhoods of node m generated through a neigh-

borhood sampling strategy S, that is, a biased ran-

dom walk method that can explore neighborhoods in a

breadth-first sampling as well as a depth-first sampling

fashion. To learn the high-level representations of every

node, node2vec tries to maximize the log-probability of

observing a network neighborhood NS(m) for a node

m conditioned on its feature representations:

max
f

∑

m∈A

logPr(NS(m)|f(m)),

where f is the mapping function from nodes to low-

dimensional feature representations. In our work, we

let d represent the dimensions of feature representa-

tions, and then f can be formally expressed as a matrix

of parameters with size |A| × d.

1○https://snap.stanford.edu/node2vec/, May 2018.
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In node2vec, p and q are two important parameters,

which determine how fast the walk explores and leaves

the neighborhood of the starting node. More specifi-

cally, parameter p controls how much the walk would

like to immediately revisit a node. A high value (larger

than max(q, 1)) of p indicates that we are unlikely to

sample an already existing node, whereas a low value

(smaller than min(q, 1)) of p would keep the walk close

to the starting node. Parameter q allows the search to

differentiate between “inward” and “outward” nodes,

where a high value of q biases the walk to visit the

nodes close to the starting node, and a low value of q

biases the walk to visit the nodes far from the starting

node.

To evaluate the quality of the pre-learned repre-

sentations, we utilize an end-to-end method, that is,

evaluating node2vec by how much our recommenda-

tion method can be improved. To find the appro-

priate parameter settings, we use a grid search over

p, q ∈ {0.25, 0.50, 1, 24} (as suggested by the author of

node2vec) and choose the parameter values that make

our method perform the best as our final setting (the

specific setting can be seen in Subsection 4.2 and Sub-

section 4.3).

4.2 MFn2v Model

As users in social networks often express their so-

cial interest by making different friends, a better under-

standing of these social networks is potentially helpful

for recommendation. A typical social network among

users can be defined as follows.

Definition 1 (Social Network)[4]. The social net-

work is denoted by Guu = (U , Euu), which captures the

social connections among users. U is the user set, and

Euu is the edge set. For any two users up ∈ U and

um ∈ U , if user up has a social connection with user

um (such as trust relationship and friend relationship),

there will be an edge epm ∈ Euu from up to um; other-

wise none.

As the output of node2vec can be interpreted as

the high-level representations of network nodes, we pre-

train node2vec to mine the deep social structure of the

given social network 2○ Guu, and let Xu ∈ R
d represent

the extracted factors of user u from the given social

network. These latent factors denote the deep social

interest of users. A linear combination of them indi-

cates to what extent a user will establish a social link

with others. This information can be useful in predict-

ing ratings, especially when a user has only rated very

few items in history. Since the social network and the

rating preference potentially encode different types of

information, combining them is expected to give the

best performance. A simple way to incorporate exter-

nal factors into recommender systems is through a lin-

ear model, which means to augment the latent factors

from collaborative filtering method with the extracted

social factors (as shown in Fig.2). The augmented user

factor will be treated as the representations of social

network and rating preference. Then, the score func-

tion of predicting the preference of user u to item i can

be modified as:

r̂u,i(U , I) = U
T
u Ii +W

T
u Xu,

where Wu ∈ R
d is the weight vector that transforms

the learned social network representations from the

neural networks into the collaborative filtering latent

space of user u. Its value indicates how much the pre-

trained network features should contribute to user u.

To avoid overfitting, the corresponding regularization

term is added into (1). Hence, the objective function

of our social embedding based recommendation method

MFn2v can be arrived as:

L(U , I,W )

= min
U ,I,W

1

2

M∑

u=1

N∑

i=1

(ru,i −U
T
u Ii −W

T
u Xu)

2 +

λU

2
‖U‖2F +

λI

2
‖I‖2F +

λW

2
‖W ‖2F, (2)

where λW is the regularization parameter of W .

We apply stochastic gradient descent method to find

a local minimum of (2), and update the latent factors

U , I and W by the following gradients:

∂L(U , I,W )

∂Uu

=

N∑

i=1

(UT
u Ii +W

T
u Xu − ru,i)Ii + λUUu,

∂L(U , I,W )

∂Ii

=
M∑

u=1

(UT
u Ii +W

T
u Xu − ru,i)Uu + λIIi,

∂L(U , I,W )

∂Wu

=

N∑

i=1

(UT
u Ii +W

T
u Xu − ru,i)Xu + λWWu.

2○The parameter settings of our pre-trained node2vec model are: d = 10; l = 80; r = 10; k = 10; p = 1; q = 0.5.
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4.3 MFn2v+ Model

MFn2v improves traditional recommender systems

by assuming that users with social connections will have

similar preferences, but it only considers the recommen-

dation problem from a user’s perspective and the item

sequential relationship is ignored (it assumes items are

i.i.d.), which is unreasonable in many scenarios[62]. For

example, in a product recommendation scenario, when

a user bought a football in the past, he/she will pro-

bably buy the soccer shoes later. Items that are bought

in a short time sequence have a strong correlation with

each other. Based on this intuition, we construct the

item correlation according to the following data policy.

If two items are rated by the same user in a short time

interval 3○ (see ∆T ), then we assume that there is a

correlation between the two items. For the items that

are rated in a long time interval or not rated by the

same user, we cannot infer any correlations. Hence, the

definition of item sequential relation network is shown

as follows.

Definition 2 (Item Relation Network). The item

relation network is denoted by Gii = (I, Eii), where

I represents the item set, and Eii represents the edge

set. Given a time interval ∆T , for any item pair

{(iq, tq), (in, tn)} rated by the same user (iq ∈ I, in ∈

I, tq and tn are the time of being rated), if 0 < tn−tq 6

∆T , there will be an edge eqn ∈ Eii from iq to in; oth-

erwise none.

Item relation network captures the sequential char-

acteristics of users’ rating behaviours. Intuitively, if

two products iq and in have similar sequential patterns,

when we know that a user has bought iq, we can pre-

dict that the user will probably buy in in future, as it

has a strong correlation with iq (such as football and

soccer shoes). To capture the item sequential patterns,

we pre-train node2vec 4○ to learn the sequence repre-

sentations of items from the item relation network, and

let Yi ∈ R
d be the extracted factors of item i. To con-

sider the item embeddings for recommendation, similar

to MFn2v, we further incorporate this external repre-

sentation by a linear model. Then, the rating function

r̂u,i(U , I) can be rewritten as:

r̂u,i(U , I) = U
T
u Ii +W

T
u Xu + V

T
i Yi,

where Vi ∈ R
d is the weighted vector that indicates

how much the pre-trained network feature should con-

tribute to item i. To avoid overfitting, the regulari-

zation term of V is also added, and the objective

function of our final embedding-based recommendation

method MFn2v+ is achieved:

L(U , I,W ,V )

= min
U ,I,W ,V

1

2

M∑

u=1

N∑

i=1

(ru,i −U
T
u Ii −W

T
u Xu −

V
T
i Yi)

2 +
λU

2
‖U‖2F +

λI

2
‖I‖2F +

λW

2
‖W ‖2F +

λV

2
‖V ‖2F, (3)

where λU , λI , λW and λV are the regularization para-

meters. As optimized for MFn2v, the local minimum of

this equation can be found by the stochastic gradient

descent method. The gradients of the latent factors U ,

I, W and V are:

∂L(U , I,W ,V )

∂Uu

= λUUu +

N∑

i=1

(UT
u Ii +W

T
u Xu + V

T
i Yi − ru,i)Ii,

(4)

∂L(U , I,W ,V )

∂Ii

= λIIi +

M∑

u=1

(UT
u Ii +W

T
u Xu + V

T
i Yi − ru,i)Uu,

(5)

∂L(U , I,W ,V )

∂Wu

= λWWu +

N∑

i=1

(UT
u Ii +W

T
u Xu + V

T
i Yi − ru,i)Xu,

(6)

∂L(U , I,W ,V )

∂Vi

= λV Vi +

M∑

u=1

(UT
u Ii +W

T
u Xu + V

T
i Yi − ru,i)Yi.

(7)

Algorithm 1 presents the training process of our

MFn2v+ method.

5 Experimental Results and Analysis

In this section, we conduct several experiments on

two real-world datasets to evaluate the performance of

our proposed method. To make the evaluation results

3○In our work, ∆T is set to 24 hours.
4○The parameter settings of node2vec are: d = 10; l = 80; r = 10; k = 10; p = 1; q = 0.5.
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more clearly, we also conduct experiments to evaluate

our embedding-based method with different parameter

settings.

Algorithm 1. Learn(U , I, W , V )

1: Input: user rating matrix R, learning rate η, regularization
parameters λU , λI , λW , λV , the extracted network factors
X and Y

2: Output: latent factors U , I, and weight matrixes W , V

3: Initialize U , I, W and V

4: do

5: Randomly select one training example (u, i) from R

6: Update Uu according to (4)

7: Update Ii according to (5)

8: Update Wu according to (6)

9: Update Vi according to (7)

10: Calculate L(t) (the loss error in t step) by utilizing (3)

11: while L(t)−L(t − 1) > tolerate error

12: return U , I, W and V

5.1 Datasets

In experiments, we utilize two popular social

networks 5○ Ciao and Epinions to evaluate our proposed

method. The Ciao dataset is crawled from the on-

line review site Ciao.com 6○, which is a multi-million-

strong online community that provides a forum for regi-

stered users to write reviews and give their opinions on

a wide variety of products to help others make deci-

sions. The Epinions dataset comes from another well-

known product review website Epinions.com 7○, which

was launched in 1999. At Epinions, visitors are also

allowed to read new and old reviews about a variety of

items from other users to help them decide on a pur-

chase. On both Ciao and Epinions, registered users

express their opinions by rating the product or service

using a 5-scale integer (from 1 to 5), and maintain a

trust list to determine in which order the product views

are shown to visitors. Users will establish trust relation

with the users whose reviews are interesting and helpful

for them.

The datasets we use are public published by Tang

et al.[34], including the user-product rating data, the

rating timestamp, and the social trust network among

users. As the rating data is very sparse, the recom-

mendation problem in these two datasets is challenging.

The work we study in this paper is how to improve the

traditional recommendation methods by utilizing the

social network and the item sequential patterns. The

statistics of these two datasets are summarized in Ta-

ble 1.

Table 1. Statistics of Ciao and Epinions

Statistics Ciao Epinions

Number of users 7 375 22 166

Number of items 106 797 296 277

Number of ratings 284 086 922 267

Rating density 0.000 4 0.000 2

Number of trust relations 111 781 355 813

Trust relation density 0.004 1 0.001 4

5.2 Evaluation Metrics

In this work, we use the mean absolute error (MAE)

and the root mean square error (RMSE)[26] to evaluate

the recommendation performance of our proposed ap-

proach. The metric MAE is defined as:

MAE =
1

N

∑

u,i

|ru,i − r̂u,i|,

where ru,i is the real rating value that user u rated to

item i, and r̂u,i is the corresponding predicted rating

value. N denotes the rating number used for test. The

evaluation metric RMSE we use in this work is defined

as:

RMSE =

√
1

N

∑

u,i

(ru,i − r̂u,i)2.

As MAE and RMSE measure the prediction error of

the recommendation method, a lower value of MAE

and RMSE indicates the method can predict more ac-

curately.

5.3 Comparison Results

In order to evaluate the recommendation perfor-

mance of our proposed method, we conduct several

comparisons with the following related methods.

MF. This is a basic recommendation method[1],

which seeks to approximate the rating matrix by a mul-

tiplication of two low-rank factors. But only rating data

is used in this method.

LFL. This is the log-linear model with latent fea-

tures proposed for dyadic prediction[20], where the side

information can be easily exploited for predictions.

SocialMF. This is a state-of-the-art social recom-

mendation method[32], which considers the influence

5○http://www.cse.msu.edu/tangjili//trust.html, May 2018.
6○http://www.ciao.com, May 2018.
7○http://www.epinions.com, May 2018.
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of direct neighbors to the users and incorporates the

mechanism of trust propagation for better recommen-

dations.

SoReg. This is another popular recommendation

method that models the social network information as

social regularization terms to constrain the matrix fac-

torization objective function[33].

In experiments, we evaluate these above algorithms

by splitting the training data with different ratios (from

50% to 90%), where training data 90% indicates that

we randomly select 90% user-item ratings of each user

for training, and utilize the remaining 10% rating data

for prediction. To ensure the validity of this data, we

conduct the random selection five times independently.

For Ciao, the regularization parameters of U , I, W

and V are set as λU = λI = 0.6, λW = λV = 0.001.

For Epinions, the values of λU , λI , λW , and λV are

set as λU = λI = 0.6, λW = 0.001, λV = 0.005. For

both Ciao and Epinions, the dimension of the latent

factors U and I is set as k = 15. The dimension of the

weight matrixes W and V for extracted features is set

as d = 10.

The comparison results are shown in Table 2 (80%

rating data for training and remaining 20% for pre-

diction), where ∆ denotes the improvement of our

MFn2v+ model over other corresponding approaches.

From this result, we can observe that as MF only uses

the rating information for recommendations, it does

worse than the other related methods on both Ciao and

Epinions data. The LFL method that can incorporate

side information for recommendations can work better

than MF. SocialMF as a state-of-the-art social recom-

mendation method achieves a slightly better perfor-

mance than another popular recommendation SoReg.

Both of these two social recommendation methods can

perform better than MF and LFL, which demonstrates

the existence of the social influence, and incorporating

it is helpful for us to make more accurate prediction.

From this result, we can also find that our proposed

method MFn2v performs better than SocialMF, which

indicates that the pre-trained network embeddings are

good representations of users and fusing them with la-

tent factors can effectively model both the users’ per-

sonal and social interest. In this result, MFn2v+ out-

performs MFn2v and reaches the best performance on

both two datasets, which denotes that the item sequen-

tial information is important in this social recommen-

dation scenario, and considering the extracted item em-

beddings from sequential relation network can help to

improve the recommendation performance. From Ta-

ble 2, we also notice that as the Epinions data is much

sparser, all the methods on Ciao can reach a better

performance than those on Epinions.

Table 2. Comparison Results on Ciao and Epinions

(Training = 80%, k = 15, d = 10)

Method Ciao Epinions

MAE/∆(%) RMSE/∆(%) MAE/∆(%) RMSE/∆(%)

MF 0.782/7.29 1.003/4.59 0.846/5.44 1.086/4.14

LFL 0.760/4.61 1.001/4.40 0.842/4.99 1.070/2.71

SoReg 0.758/4.35 0.996/3.91 0.839/4.60 1.066/2.30

SocialMF 0.755/3.97 0.990/3.33 0.830/3.61 1.062/1.98

MFn2v 0.745/2.68 0.974/1.75 0.824/2.91 1.060/1.79

MFn2v+ 0.725/- 0.957/- 0.800/- 1.041/-

5.4 Impact of Different Training Data Settings

To investigate the performance of our proposed

method MFn2v+ on cold-start situations, we evaluate

our method with different training data settings (from

50% to 90%). For example, 50% indicates only 50%

of the training data is selected for training. The item

sequential information and the social network informa-

tion are available for all the training settings. The ex-

perimental results evaluated by MAE and RMSE are

shown in Fig.3 and Fig.4, from which we can observe

that MFn2v and MFn2v+ are generally superior to all

the baseline methods in our experiments. The MFn2v+

method that incorporates both social connections and

item sequential patterns achieves the best performance

in all different training ratios. This result demonstrates

the importance of the extracted embeddings for the ab-

sence of usage data, and our method can be suitable for

cold-start settings. From Fig.3 and Fig.4, we also notice

that, as the rating data used for training decreases, the

improvement of our MFn2v+ method becomes more

obvious, which indicates that exploiting the pre-trained

network representations for predictions is more effec-

tive.

5.5 Impact of Latent Factor Dimension k

The dimension of the latent factors controls how

much information can be utilized to represent users and

items from the collaborative filtering model. If the di-

mension is too small, the learned factors will not be

enough to represent the user interest. If the dimension

is too large, not only will the feature appear to be du-

plicated, but also the model is more likely to over-fit

(as the model is too complicated). Appropriate factor
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Fig.4. Impact of different training ratios on Epinions.

dimension plays a crucial role for us to make the right

predictions.

Fig.5 and Fig.6 show the experimental results with

different dimension values. From the results, we can

observe that as the factor dimension increases, the test

error decreases at first, but when k surpasses a certain

value (for Ciao is 40, for Epinions is 70), the test er-

ror increases with the further increase of the value of

k, which demonstrates the intuition that we have men-

tioned above. In experiments, we also find that with

relative small factor dimensions, MFn2v+ can achieve

a reasonable result. Hence, to reduce the computational

complexity, we set the latent factor dimension k to 15

on both two datasets.

5.6 Convergence Analysis

To explore the efficiency of our embedding-based

method, we further conduct experiments to compare

the convergence of our MFn2v+ method with MF on

Ciao and Epinions. To make them comparable, the

same learning rates are adopted (80 on Ciao, and 300

on Epinions). The comparison results are shown in

Fig.7 and Fig.8, from which we can observe that both

of these two methods converge very fast (they converge

within 80 and 50 iterations on Ciao and Epinions, re-

spectively). Compared with MF, the convergence rate

of MFn2v+ is not slowed down by incorporating the

embeddings from social connections and item sequen-

tial patterns, and on the contrary it can make a better

performance than the MF method on both Ciao and

Epinions.

6 Conclusions

To better utilize the latent information hidden in

the users’ social network and rating patterns for recom-

mendations, this work proposed a two-step embedding-

based recommendation method, which can exploit the
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advantages of the network embedding model and the

collaborative filtering model simultaneously. Specifi-

cally, we first pre-trained a neural network based em-

bedding model to learn the high-level representations

of users and items, and then we fused these learned

features with the latent factors from the collaborative

filtering model linearly. Compared with existing work,

our proposed method can take advantage of the neural

network based embedding model and can exploit the

deep structure of the network information rather than
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just regard them as regularization terms. Experimen-

tal results on two real-world datasets demonstrated the

importance of these pre-learned factors, and the effec-

tiveness of our proposed methods.

This work mainly investigated the effectiveness of

extracted social and item representations in traditional

recommendation task (rating prediction), and their in-

fluence on more complex tasks (such as long tail rec-

ommendation and session-based recommendation) has

not been explored. In future we plan to leverage these

pre-trained network embeddings to make predictions in

more complex recommendation problems.
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