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Abstract Bug triaging, which routes the bug reports to potential fixers, is an integral step in software development and

maintenance. To make bug triaging more efficient, many researchers propose to adopt machine learning and information

retrieval techniques to identify some suitable fixers for a given bug report. However, none of the existing proposals simulta-

neously take into account the following three aspects that matter for the efficiency of bug triaging: 1) the textual content in

the bug reports, 2) the metadata in the bug reports, and 3) the tossing sequence of the bug reports. To simultaneously make

use of the above three aspects, we propose iTriage which first adopts a sequence-to-sequence model to jointly learn the

features of textual content and tossing sequence, and then uses a classification model to integrate the features from textual

content, metadata, and tossing sequence. Evaluation results on three different open-source projects show that the proposed

approach has significantly improved the accuracy of bug triaging compared with the state-of-the-art approaches.
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1 Introduction

Software defects, i.e., bugs, appear during software

development and maintenance, and fixing bugs is a

time-consuming and costly task. To better manage

bugs and bug fixing histories, bug tracking systems such

as Bugzilla are widely used[1]. When a new bug report

is submitted or reported, the manager (a senior develo-

per or the project leader) will choose a developer to fix

the bug described in the report. During the bug fix-

ing process, developers and reporters will communicate

with each other through comments, and they can up-

load additional resources such as screenshots to support

bug fixing. Furthermore, the developer can reassign the

bug report to other developers[2]. Such reassignment is

called bug tossing. Common reasons for bug tossing in-

clude that bugs are assigned to developers by mistake,

or the developer wants to include other developers with

additional expertise to fix the bug. After the bug is

fixed, the status of the bug report will be changed.

Manually inspecting and assigning bug reports is

tedious and time-consuming, especially in those soft-

ware projects that have a large amount of bug reports

and developers. For example, the Eclipse and Mozilla

projects receive several hundreds of bug reports per

day and properly assigning each of them to one of the

several thousands of developers would be very time-

consuming[2]. To aid in finding the appropriate deve-

lopers, automatic bug triaging approaches have been

proposed[3−6]. These approaches can be roughly di-

vided into two classes. The first class adopts informa-

tion retrieval techniques by constructing the representa-

tions of bug reports and developers, and then matching

the bug reports to the most related developers. The

second class adopts machine learning techniques by ex-

tracting features or learning representations of bug re-

ports and treating the developers as labels. For both

classes of methods, the key idea is to extract the rep-
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resentations of bug reports. For this purpose, some

existing methods use the vector space model (VSM) to

represent a bug report (i.e., a bug report is treated as a

vector of terms and their frequencies). However, these

representations are less accurate as developers often use

various terms to express the same meaning. Later, topic

modeling (e.g., Latent Semantic Indexing/Analysis and

Latent Dirichlet Allocation) which infers the inherent

latent topics of a textual document has been used as a

way to learn the semantic meanings of bug reports[6,7].

More recently, deep learning techniques such as convo-

lutional neural networks (CNNs) and recurrent neural

networks (RNNs) have also been used to improve the

representation learning[8,9]. Although topic modeling

and deep learning can learn better representations of

the textual content in bug reports, none of them simul-

taneously consider the features of metadata and toss-

ing sequence. Meanwhile, these two features have been

shown to be effective in terms of improving the triaging

accuracy[2,5].

In this paper, we propose to make use of both tex-

tual content and metadata in the bug reports while si-

multaneously modeling the tossing sequence. We put

special focus on the tossing sequence due to the fol-

lowing reasons. First, for some bug reports, the bug

reporter himself/herself is one of the developers in the

project, and he/she is likely to fix the corresponding

bugs in the future. For example, based on our empir-

ical study of the datasets, we find that there are near

25% of the bug reports that are fixed by their corre-

sponding reporters. Therefore, the bug reporter should

be encoded into the tossing sequence. Second, while

existing approaches aim to suggest fixers for a new bug

report, some bug reports may already be assigned or

reassigned to a few developers (we name such bug re-

ports as halfway bug reports). The existing tossing

sequences may provide valuable information and thus

may be helpful for the bug triaging task. For example,

a reassignment in the tossing sequence indicates the re-

lationships between the two developers, and identifying

one of them may help us find the other suitable fixers.

To simultaneously make use of the above three as-

pects, we propose iTriage which contains two steps. In

the first step, since both textual contents and tossing

sequences can be seen as sequences, we use a sequence-

to-sequence model to interactively learn the textual fea-

ture for the bug content and the routing feature for

the tossing sequence. The sequence-to-sequence model

mainly consists of two components: encoder and de-

coder. The encoder component takes the textual con-

tent of a bug report as input, and outputs the hidden

state/feature for each word as well as the final repre-

sentation of the content. We add the attention mech-

anism between the encoder and the decoder, and the

hidden state for each word is used as the input of at-

tention. The decoder component takes the final rep-

resentation of the encoder as input and outputs the

tossing sequence for the input bug report. In particu-

lar, the decoder component takes the reporter token

as the initial token, and then fits all the developers in

the corresponding tossing sequence. Through such a

sequence-to-sequence model, the features of bug con-

tent and tossing sequence are jointly learned for the

bug triaging task.

In the second step, we create a classification model

to predict the final responsible fixer. The inputs of

the classification model include the textual feature, the

routing feature, and the metadata feature. For the

textual feature and the routing feature, we use the

outputs of the sequence-to-sequence model in the first

step. Specially, the routing feature is generated by

the current tossing sequence of the bug report (new

or halfway). For new bug reports, the routing feature

only depends on the reporter. For halfway bug reports,

the routing feature depends on both the reporter and

the already-tossed developers. For metadata features,

we use a lookup table to map and update the represen-

tations of each metadata.

In summary, this paper mainly makes the following

contributions.

• We propose a bug triaging approach iTriage

which simultaneously models textual content, meta-

data, and the tossing sequence. All the three aspects

matter for the accuracy of bug triaging. The proposed

approach can handle both new and halfway bug reports.

To the best of our knowledge, this is the first work that

pays special attention on the triaging of halfway bug

reports.

• We propose a novel way to learn the represen-

tations of the tossing sequence by considering the fol-

lowing two aspects: 1) the bug reporter could be the

corresponding fixer, and 2) the tossing sequence for a

bug report presents the dependencies and relationships

among potential fixers.

• We conduct evaluations on three open-source

projects with over 670 000 bug reports in total, and

the results show that iTriage outperforms the exist-

ing machine learning and information retrieval based

approaches in terms of identifying the right fixer. For

example, the proposed iTriage improves the state-
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of-the-art TopicMinerMTM[6] by 9.39% on average in

terms of top-1 accuracy.

• We extend our previous work SeqTriage[10] in two

aspects: we 1) modify the model structure (i.e., by

treating SeqTriage as an intermediate step to learn fea-

tures and applying a classification model to suggest fix-

ers directly) to integrate tossing sequence properly and

make iTriage applicable to halfway bug reports, and

2) add metadata into iTriage to increase the predic-

tion accuracy.

The rest of this paper is organized as follows. Sec-

tion 2 introduces some background information. Sec-

tion 3 presents the proposed approach. Section 4 states

the research questions and describes the evaluation

setup, and Section 5 shows the evaluation results. Sec-

tion 6 discusses the threats to validity. Section 7 re-

views related work, and Section 8 concludes the paper.

2 Background and Preliminary Study

In this section, we present some background know-

ledge and a preliminary study about bug reports.

2.1 Bug Report

A sample bug report of the Eclipse project is shown

in Fig.1. Fig.1(a) is the bug content which provides

the information of the bug report. Fig.1(b) is the bug

history which records the changes of this bug report.

The bug content of a bug report is widely used

in automatic bug triaging. The title (also known as

summary), and the description are the major types of

textual information that are used by the existing ap-

proaches. In addition to the textual information, there

are four types of metadata. The “Product” metadata

and the “Component” metadata have been shown to be

useful in bug report related studies[5,6,11]. The “Status”

metadata identifies the resolution of bug reports, and

the existing approaches mainly select the bug reports

that are marked as fixed (referred to as “fixed bug re-

ports”) as their datasets. The “Assignee” metadata

points out one developer who is responsible for fixing

the bug report.

The bug history records the historical changes of

the bug report. Each change is organized as a tuple of

“who”, “when”, “what”, “removed”, and “added”. The

“what” element describes the name of the bug field that

(b)

(a)

Fig.1. Example bug report in Eclipse Bugzilla (bug ID: 535091).
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has been changed, with the previous value in “removed”

and the new value in “added”. For example, in the sec-

ond row of the bug history in Fig.1, the assignee is

changed from “cdt-core-inbox” to “dschaefer”. Then,

in the fifth and the sixth rows, “dschaefer” took five

days to fix the bug, and changed the “Status” metadata

to “RESOLVED FIXED”. In this example, the bug re-

port is routed from “dschaefer” to himself/herself, and

no further tossing is performed. In other bug reports,

the assignee may be changed from one developer to an-

other, and each of such changes is a step of tossing.

Additionally, one bug report could be tossed by several

developers until the last developer fixes the bug. We

refer to the last developer as the real fixer.

2.2 Preliminary Study

To investigate how the characteristics of bug re-

ports can be used for better bug triaging, we conduct

a preliminary study on three projects, i.e., Eclipse 1○,

Mozilla 2○, and Gentoo 3○. As shown in Fig.1, we can see

that the “Assignee” metadata is different from that in

the bug history through the raw HTML file (i.e., “Doug

Schaefer” vs “dschaefer”). Apparently, these two names

stand for the same person in this case. To make it eas-

ier to match the same person, we use REST APIs 4○ to

crawl bug reports and change histories from Bugzilla.

In the REST APIs, each user is described by their ID,

login name (e.g., dschaefer), and real name (e.g., Doug

Schaefer). We can easily match the login name with

the real name to identify the same person. The basic

information of these datasets is presented in Table 1.

We next present the results and the important findings

of our preliminary study.

Table 1. Raw Dataset Information

Name Period Number of Reports

Eclipse 2008.01–2017.03 210 487

Mozilla 2008.01–2017.02 300 165

Gentoo 2009.01–2017.11 165 483

Reporter Locality. We conjecture that reporters

tend to be focused on certain sub-areas of the project.

Thus, we first study the locality of bug reporters

(i.e., their focused sub-areas) in the collected datasets.

The datasets we collected contain various sub-areas.

For example, Eclipse has the product CDT to sup-

port C/C++ development, and JDT to support Java

development. CDT and JDT are both based on PDE

(plug-in development environment) but they are inde-

pendent with each other. One developer could be re-

sponse to develop one of them, and one end-user might

only use either CDT or JDT based on his/her favorite

language.

As a result, we may assume that the reporters only

focus on several sub-areas of the project. To evaluate

this assumption, we combine the “Product” and the

“Component” metadata as a pair, and compute the

number of product-component pairs for each reporter

who has submitted reports. The results are shown in

Table 2. As we can see, most reporters only focus on

1 or 2 sub-areas (i.e., product-component pairs). Only

7% of reporters have submitted bug reports to more

than five product-component pairs. This gives us con-

fidence that a reporter could be helpful in automatic

bug triaging, as the fixer may be interested in the same

product or component.

Table 2. Reporter Locality in Eclipse

Number of Sub-Areas Count Percentage (%)

1 11 841 68.49

2 2 327 13.46

3–5 1 829 10.58

> 5 1 290 7.46

Tossing Sequence. Tossing a bug report is time-

consuming and each tossing step takes more than 10

days regularly[2]. Therefore, reducing the tossing se-

quence length can greatly reduce the bug fixing time.

To understand the costs of tossing sequences, we next

measure the average length of the tossing sequences.

We use the number of developers that are involved in

a tossing sequence as its length. The results are shown

in Table 3. As we can see, over 40% of the bug reports

could be fixed in the first assignment (either by the re-

porter self or by another developer), and there are near

60% of the bug reports that need further tossing. This

indicates if we can directly route the bug report to the

final developer in the sequence based on the existing

tossing sequences to save time.

1○https://bugs.eclipse.org/bugs, July 2019.
2○https://bugzilla.mozilla.org, July 2019.
3○https://bugs.gentoo.org, July 2019.
4○https://wiki.mozilla.org/Bugzilla:REST API, July 2019.
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Table 3. Tossing Length in Eclipse

Tossing Length Count Percentage (%)

1 87 339 41.49

2 72 681 34.53

3–5 37 516 17.82

> 5 12 951 6.15

3 Proposed Approach

In this section, we present the proposed approach

iTriage for bug triaging.

We start with an overview of the proposed approach

in Fig.2. We first model the textual contents and toss-

ing sequences, extracted from the bug repository (i.e.,

datasets), via a sequence-to-sequence model to interac-

tively learn the textual features and the routing fea-

tures. We name this model as feature learning model

in the figure. Next, we integrate the textual feature,

the routing feature, and the metadata feature of a bug

report into a classifier to recommend developers. We

name it as the fixer suggestion model.

Bug 
Repository

Textual 

Contents

Tossing 

Sequences

Feature 

Learning Model

New 

Bug 

Report

Halfway 

Bug 

Report

Meta

Information

Fixer Suggestion

Model

Reassignments

Fig.2. iTriage framework.

3.1 Feature Learning Model

We use a sequence-to-sequence model to learn the

interactive features for bug reports and tossing se-

quences (including the reporter). The overview of this

part is shown in Fig.3. It has two components: en-

coder and decoder. The encoder component is used to

generate the textual representations based on the input

bug reports. The decoder component is used to simu-

late the bug tossing process. The general idea is to

learn the tossing sequence based on the content of bug

reports. Furthermore, the attention mechanism is ap-

plied between the encoder and the decoder components.

In the following, we first describe the encoder compo-

nent and the decoder component, and then move on to

the attention mechanism.

Encoder

Context Vector

Decoder

Status

y5 y4 y3 y2 y1 y0

s0

w5w2 w3 w4w1

Fig.3. Feature learning model.

3.1.1 Encoder Component

As mentioned in the introduction, the key of bug

triaging approaches is to extract the representations

of bug reports. In our encoder component, we aim

to learn the overall representation for the bug report

as well as the presentation for each single word in the

bug content. Formally, given a bug report with n words

{w1, w2, . . . , wn}, the encoder component generates the

overall representation s0 for these n words and the rep-

resentations {h1, h2, . . . , hn} for each word (i.e., hi is

the presentation for word wi).

To generate these representations, a recent trend

is to use RNNs with neurons LSTM or GRU as they

have been successfully applied in various sequence

modeling tasks (e.g., language translation[12], speech

recognition[13], and textual classification[14,15]). In this

work, we use bidirectional RNNs as a way to generate

textual representations, and we use the GRU neuron as

it has less parameters. The structure of GRU is listed

as follows[16],

zi = σ(Wz · xi +Uz · hi−1),

ri = σ(Wr · xi +Ur · hi−1),

ui = tanh(W · xi +U · (ri ◦ hi−1)),

hi = (1 − zi) ◦ hi−1 + zi ◦ ui,
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where ◦ indicates the element-wise product, σ is the

sigmoid activation function, xi is the current input of

the GRU neuron (obtained from word wi), and hi is

the current hidden state (the representation of word

wi). zi and ri are the update gate vector and the reset

gate vector defined by GRU, respectively. Note that

s0 equals hn in the GRU neuron. In this work, we ap-

ply word embedding before feeding words into GRU, as

word embedding can generate meaningful low dimen-

sion representations and has shown its effectiveness in

many text related tasks.

There are two outputs from the encoder component.

One is the textual representation for each word (the in-

put of the context vector in Fig.3), and the other is the

overall representation of the text (denoted as status in

Fig.3).

3.1.2 Decoder Component

Intuitively, modeling the tossing sequences can help

bug triaging by capturing the dependencies between

developers. For this purpose, we use RNNs in the de-

coder component to model tossing sequences. The de-

coder component works as follows. For the first pre-

diction target in the sequence (i.e., the first developer

in the tossing sequence), there are three inputs. The

first input is the initial state (i.e., status s0 in Fig.3).

The second one is the initial token as input (i.e., y0 in

Fig.3). Note that instead of using a 〈start〉 token as the

initial state, we use the reporter as the first token. The

third input is the context vector c which is computed

based on the output of each GRU neuron. Next, for

the other prediction targets, we use the previous state,

the real developer in the previous prediction, and the

context vector as input. By doing so, each prediction

is closely related to the previous predictions. Specially,

the context vectors are different for different prediction

targets (see Subsection 3.1.3). Consider the example in

Fig.3. The decoder component first takes the encoder

status s0 and the reporter token y0 as input, computes

the first context vector c1, and then predicts the first

developer y1. Next, the decoder component predicts

the next developer y2 based on context vector c2, the

hidden state s1 from the previous GRU neuron, and the

previous token y1. This process repeats until it predicts

the special token 〈end〉 which indicates the end of se-

quence.

In the decoder component, we aggregate different

context vectors for different prediction targets. To

compute the context vector c for each prediction tar-

get, we resort to the attention mechanism (see Subsec-

tion 3.1.3). The basic idea is to pool the representa-

tions from each word. That is, let A = {a1, a2, . . . , an}

be the attention weights for {h1, h2, . . . , hn}, and the

j-th context vector cj is computed as

cj =

n∑

i=1

ai · hi,

where ai is a scalar and hi is a vector.

3.1.3 Attention

We assume that not all words contribute equally to

the representation of the text for a given prediction tar-

get. When the decoder generates a single prediction, we

first define the score of word i as

ei = tanh(We · sj−1 +Ue · hi),

where we use We and Ue as the weight matrices, and

sj−1 is the previous hidden state defined above. Then,

the attention weight ai for word i could be defined as

follows.

ai =
exp(ei)∑n

k=1 exp(ek)
.

3.2 Fixer Suggestion Model

In this fixer suggestion model, we treat the prob-

lem as a classification problem and use a classification

model to predict the final fixer for a given bug report.

Note that we can deal with both new bug reports and

halfway bug reports. Specially, we treat each develo-

per as a label and recommend the developer with the

maximum softmax probability.

The structure of this model is shown in Fig.4. As we

can see, the prediction of a bug report depends on three

kinds of features, i.e., textual feature, routing feature,

and metadata feature. For the previous two, they are

directly obtained from the feature learning model. That

is, we directly input the content of the given bug report

into the encoder part of the feature learning model to

obtain its textual feature. For the routing feature, if the

bug report is a new bug report, we input the reporter in

the decoder part of the feature learning model to obtain

the routing feature; if the bug report is a halfway one,

we input the bug reporter as well as the existing deve-

lopers in the tossing sequence into the decoder to obtain

the routing feature. For the metadata feature, we add

an embedding layer. That is, we treat the metadata

embedding as the metadata feature and look it up in

an embedding matrix by the unique index of metadata.
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Finally, we combine the three features by concatenat-

ing them into one vector, and then feed the vector into

a fully-connected layer before the softmax layer. The

softmax layer serves to predict the probability distri-

bution over all the developers for the given bug report.

We choose the one with the highest probability as the

suggested fixer.

Textual
Feature

Routing

Feature

Meta

Meta 

Feature

Embedding

Full Connection

Softmax

Combine

Fig.4. Fixer suggestion model.

4 Research Questions

In this section, we present the research questions.

4.1 Research Questions

We seek to answer the following four research ques-

tions in this paper.

RQ1: Can the proposed approach outperform the ex-

isting approaches in terms of bug triaging accuracy?

First of all, we study whether the proposed iTriage

approach can outperform the existing approaches. For

this research question, we do not distinguish between

new bug reports and halfway bug reports, and conduct

experiments on all the bug reports to make the com-

parisons. The compared methods are listed as follows.

• SVM + BOW [3]. This method uses the TF-IDF

value of each word as the textual features for bug re-

ports, and applies SVM to treat the bug triaging prob-

lem as a classification problem.

• TopicMinerMTM [6]. This is the state-of-the-art

information retrieval method for bug triaging. It ap-

plies topic models to learn the textual representations

of bug reports, and integrates the metadata of product

and component. Similarities between developers and

bug reports are computed to recommend developers.

• DBRNN + A[9]. Since we build our model upon

RNNs, we compare iTriage with another bug triaging

method DBRNN+A which is also built upon RNNs.

This method utilizes RNNs with attention to learn tex-

tual representations of bug reports, and then directly

adds a softmax layer to recommend developers.

• CNN Triager[8]. This method is similar to

DBRNN+A except that it applies CNNs to learn the

representations of bug reports.

• DeepTriage[17]. DeepTriage is another method

that uses RNNs to model textual content. It further

considers metadata and the activity degrees of deve-

lopers.

RQ2: How does the proposed approach perform for

halfway bug reports? As mentioned above, this is the

first work that pays special attention to halfway bug

reports. Thus, for the second research question, we

would like to evaluate whether our approach is accu-

rate for halfway bug reports. To do so, we group the

test data according to their tossing length, and report

the accuracy results. For example, for a bug report in

the test set whose tossing length is 4, we hide the last

developer (i.e., the fixer), and put this sample in the

groups whose length is less than 4.

RQ3: Is the routing feature and meta feature use-

ful in bug triaging? For the third research question,

we want to look into our approach. We integrate three

different types of features to recommend the fixer, and

we would like to evaluate whether all the three types

of features are useful for bug triaging. Specifically, we

modify the fixer suggestion model by removing the rout-

ing feature, the metadata feature, and both of them.

For this research question, we also experiment on all

the bug reports including both new bug reports and

halfway bug reports.

4.2 Dataset Construction

To evaluate our approach, we collect the bug reports

in three bug tracking systems as described in Subsec-

tion 2.2. Then, we preprocess the raw datasets. Not all

bug reports are suitable for training a model. Anvik et

al.[3] filtered out some noise data, such as bug reports

with the resolution being “wontfix” or “worksforme”.

Following the previous studies[2−4,6,18], we only keep

bug reports with the resolution being “FIXED” and

the status being “CLOSED”, “RESOLVED”, or “VER-

IFIED”. Furthermore, we also remove “REOPENED”

bug reports as they are different from the original

ones 5○. Xia et al.[6] noticed that the “Assigned To”

5○The reopen behavior might take place long after the bug is fixed, and developers are likely to add comments to explain new
observations such as unsuitable fixs or reappear due to version changes.
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metadata might have the values of “unassigned”, “is-

sues”, or “AJDT-inbox” in many bug reports. Obvi-

ously, they do not specify particular developers. We

do not want to recommend them as the final fixers and

remove them by keyword matching. We also exclude

some inactive developers who have fixed less than 10

bug reports. The statistics of the resulting datasets are

shown in Table 4.

Table 4. Statistics of Datasets

Name Time #Reportsraw #Developersraw #Reportsprocessed #Developersprocessed #Terms

Eclipse 2008.01–2017.03 210 487 1 785 120 468 1 014 12 854

Mozilla 2008.01–2017.02 300 165 2 164 161 098 1 497 16 975

Gentoo 2009.01–2017.11 165 483 1 475 94 530 973 9 242

For each bug report in the resulting datasets, we ex-

tract the summary and the description, as well as the

metadata (product and component) and the tossing se-

quence. For each summary and description, we follow

the preprocessing step of the existing work[9] by filtering

out the code snippets, the hex code, the URLs, and the

stack traces. Then, we employ NLTK 6○ to tokenize the

texts, keep the stopwords, remove punctuation marks

and low-frequency words, and transfer them to lower

cases. Finally, we truncate the preprocessed text. We

use 100 as the maximum of text length, and notice that

more than 80% of bug reports are within the threshold;

thus we do not abandon too much data. The tossing

sequence is also limited to the length of 5, as we find

out most tossing sequences are within this length.

In order to simulate the real scenarios, we first sort

all the bug reports by their creation time. Then, we

averagely divide the sorted bug reports into 11 non-

overlapping frames, and execute 10-fold iterations to

cover all frames as shown in Fig.5. For example, in fold

1, we use frame 1 as training data, and frame 2 as test

data; in fold 2, we use the first two frames as train-

ing data, and frame 3 as test data; and so on and so

forth. Such setup is widely used by existing work[4,6,18].

For each iteration, we recommend one developer as the

fixer, and compute the average accuracy in each test

frame. Here a prediction is accurate if it recommends

the right fixer as in the datasets.

Fold 1

Fold 2 11 Frames

Train Test

Train Test

Fig.5. 10-fold experimental setting. We split the dataset into
11 frames. For each fold K, we choose first K frames as training
data and the K + 1 frame as test data.

4.3 Implementation Details

The implementation details are as follows.

For the classification models based on bag-of-word

representations (i.e., SVM+BOW), we use the Gen-

sim library 7○ to generate TF-IDF textual vectors.

SVM is implemented by using libsvm[19] with python

interface 8○. We tune the parameters of SVM by our-

selves and report the best results.

For TopicMinerMTM, we implement it by ourselves

since the source code is not publicly available. Spe-

cially, we implement it with CVB0[20] learning. We fol-

low the settings of the weights described in the paper

that introduces TopicMinerMTM[6].

For the deep learning based methods, we use

Keras 9○ to implement them and let them share the

same settings (e.g., embedding dimensions, hidden

state dimensions). For the proposed method, the tex-

tual input is truncated by the length of 100. Each word

is embedded with 100 dimensions and is initialized with

pre-trained embedding from Glove[21]. The tossing se-

quence length is limited to 5, since most of tossing se-

quences are in this range. Reporters and developers are

embedded with 50 dimensions. For GRU neurons, the

hidden state size is set to 100. Since the encoder uses

bidirectional RNNs, the output size of each word is 200

in total (100 for one direction). The embedding size

of metadata is set to 100. We also employ dropout[22]

to avoid over-fitting, with dropout rate set to 0.5. The

above settings are similarly applied for the competitors

for fairness. For the proposed model, we use “categor-

ical crossentropy” provided by Keras as our loss func-

tion and we use “nadam” optimizer[23] which automat-

ically adjusts the learning rate to train the model. For

other parameters, we limit the vocabulary size up to

6○http://www.nltk.org, July 2019.
7○https://radimrehurek.com/gensim/, July 2019.
8○https://www.csie.ntu.edu.tw/c̃jlin/libsvm/#python, July 2019.
9○https://keras.io/, July 2019.
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50 000 words that are most frequently used in bug re-

ports, and use minibatch stochastic gradient descent

with the batch size of 64.

We use a PC with a 3.40 GHz Intel i7-4770 CPU,

32 GB physical memory and a Nvidia GTX1080 GPU

to execute all these methods. For SVM+BOW and

TopicMinerMTM, they only execute on CPU. And for

deep learning based methods, we use GPU to accelerate

the training and testing steps.

5 Evaluation Results

In this section, we present the evaluation results for

the three research questions.

5.1 Results for RQ1

The comparison results on three datasets are in Ta-

ble 5 and Fig.6, where we report the top-1 accuracy and

the top-5 accuracy. Here, Table 5 shows the average re-

sults over the 10 folds and Fig.6 shows the results on

each fold. The x-axis in the figure indicates the frame

number, and the y-axis is the prediction accuracy. First

of all, we can observe that iTriage outperforms all its

competitor methods in all the frames for top-1 accuracy.

For example, across all three projects, iTriage on ave-

rage improves the prediction accuracy of SVM+BOW

by 22.93%, DBRNN+A by 21.96%, CNN Triager by

21.76%, TopicMinerMTM by 9.39%, and DeepTriage

by 5.83%. Although the relative improvements in the

top-5 case are smaller than that in the top-1 case, we

have also tested the significance of the improvements

with Wilcoxon signed rank test, and the results show

that the proposed iTriage significantly outperforms

all the competitors with p-value < 0.01, which means

the proposed approach can still significantly outper-

form the existing approaches in terms of the average

improvements as shown in Table 5. Second, methods

use only textual information without considering the

metadata and the tossing sequences (i.e., SVM+BOW,

DBRNN-A, and CNN Triager) are less accurate than

the other competitors. This supports the effectiveness

of metadata and tossing sequences. Third, iTriage

performs better than the other deep learning competi-

tors. The main reason is that we integrate more infor-

mation as input. Notice that, deep learning methods

that use only textual information are still a little better

than SVM+BOW. Fourth, we find that the accuracy re-

sults in Mozilla are relatively lower. The reason is that

Mozilla has more developers than the other projects

(near 49% more than Eclipse and 53% more than Gen-

too). Fifth, in all the 10 folds, the average accuracy

of each method is relatively stable. The reason might

be that with the number of bug reports increasing, the

number of developers and the size of vocabulary are also

increasing. In other words, the complexity/difficulty of

the problem increases as the training data increases.

For completeness, we also report the training time

and the testing time for the compared methods. The

results are shown in Tables 6–9. As we can see from

the tables, the proposed approach spends less or com-

parable time with its competitors in terms of both the

training stage and the testing stage. Moreover, the pro-

posed approach scales linearly in both the training stage

and the testing stage w.r.t. the data size.

Summary. Overall, the results show that the pro-

posed iTriage can outperform the existing bug triag-

ing baselines while introducing little additional time

overhead.

5.2 Results for RQ2

Next, we study how iTriage performs for halfway

bug reports. The results are shown in Fig.7. The x-

axis in the figures indicates the tossing length, and the

y-axis is the prediction accuracy. Notice that, tossing

length zero means a new bug report.

As we can see from Fig.7, the accuracy of our ap-

proach generally increases as the tossing length grows

on all the three datasets. In other words, if we have

more developers in the current tossing sequence, we can

identify the right fixer more accurately. The reason is

as follows. The developers in the predicted tossing se-

quence are related to each other; thus, given the pre-

Table 5. Top-1 Accuracy and Top-5 Accuracy on Average

Project SVM+BOW TopicMinerMTM DBRNN+A CNN Triager DeepTriage iTriage

Eclipse@1 0.280 57 0.368 95 0.287 11 0.289 23 0.416 55 0.478 60

Eclipse@5 0.514 67 0.800 56 0.522 44 0.541 07 0.802 57 0.824 29

Mozilla@1 0.204 31 0.290 43 0.207 40 0.208 32 0.323 15 0.373 08

Mozilla@5 0.412 54 0.651 86 0.429 22 0.433 50 0.682 74 0.701 63

Gentoo@1 0.227 64 0.459 10 0.247 10 0.249 99 0.485 78 0.543 32

Gentoo@5 0.510 20 0.813 70 0.544 70 0.554 60 0.787 50 0.799 10
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Fig.6. Top-1 and top-5 accuracy comparisons in (a) Eclipse data (top-1), (b) Eclipse data (top-5), (c) Mozilla data (top-1), (d) Mozilla
data (top-5), (e) Gentoo data (top-1), and (f) Gentoo data (top-5).

Table 6. Training Time (min) on Eclipse

Approach Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Total

SVM+BOW 5.94 12.59 19.31 26.13 32.89 38.86 45.48 52.50 59.20 66.01 358.91

TopicMinerMTM 62.54 132.59 203.39 275.18 346.34 409.20 478.86 552.82 623.35 695.01 3 779.28

DBRNN+A 7.26 15.39 23.61 31.94 40.20 47.50 55.59 64.18 72.37 80.69 438.73

CNN Triager 6.28 13.31 20.42 27.63 34.78 41.09 48.09 55.52 62.60 69.80 379.52

DeepTriage 6.67 14.14 21.69 29.35 36.94 43.64 51.07 58.96 66.48 74.12 403.06

iTriage 7.83 16.60 25.46 34.45 43.36 51.23 59.95 69.21 78.04 87.01 473.14

vious tossing sequence, we can guess the final tossed

developer based on the developers’ tossing habit. Ad-

ditionally, when the tossing length is larger than 3, the

accuracy does not increase any more. We manually in-

spect several bug reports and point out two potential

reasons. First, for long tossing sequences, there are

cases when two or more developers reassign the bug re-

ports to each other repeatedly. Second, there are cases

when the finally tossed developer is far from the first

tossed developer in long tossing sequences (e.g., from
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Table 7. Training Time (min) on Mozilla

Approach Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Total

SVM+BOW 12.06 24.61 39.95 52.96 68.41 81.87 94.23 107.02 120.17 135.51 736.79

TopicMinerMTM 124.92 254.96 413.86 548.66 708.69 848.13 976.19 1 108.67 1 244.88 1 403.75 7 632.71

DBRNN+A 15.12 30.86 50.09 66.41 85.78 102.66 118.16 134.19 150.68 169.91 923.86

CNN Triager 12.54 25.59 41.54 55.07 71.13 85.13 97.98 111.28 124.95 140.90 766.11

DeepTriage 13.10 26.74 43.40 57.54 74.32 88.94 102.37 116.26 130.54 147.20 800.41

iTriage 15.63 31.90 51.78 68.65 88.67 106.12 122.14 138.72 155.76 175.64 955.01

Table 8. Training Time (min) on Gentoo

Approach Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Total

SVM+BOW 3.16 6.28 9.34 12.23 15.36 18.25 21.59 24.98 28.09 31.02 170.30

TopicMinerMTM 33.55 66.72 99.23 129.93 163.18 193.84 229.30 265.33 298.39 329.45 1 808.92

DBRNN+A 3.81 7.58 11.27 14.76 18.54 22.02 26.05 30.14 33.89 37.42 205.48

CNN Triager 3.43 6.82 10.14 13.28 16.68 19.81 23.44 27.12 30.50 33.68 184.90

DeepTriage 3.64 7.24 10.77 14.10 17.71 21.04 24.89 28.80 32.39 35.76 196.34

iTriage 4.27 8.49 12.63 16.54 20.77 24.67 29.18 33.77 37.98 41.93 230.23

Table 9. Average Predicting Time (s) per Bug Report

Dataset SVM+BOW TopicMinerMTM DBRNN+A CNN Triager DeepTriage iTriage

Eclipse 0.36 3.79 0.44 0.39 0.41 0.47

Mozilla 0.56 5.84 0.72 0.58 0.60 0.73

Gentoo 0.22 2.33 0.26 0.24 0.25 0.29

totally different product or component). Further in-

vestment is needed for such cases.
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Fig.7. Accuracy of iTriage with different tossing lengths. In
general, the proposed iTriage is more accurate for halfway bug
reports.

Summary. Overall, the results show that the pro-

posed iTriage can make use of the existing developers

in the tossing sequence so as to improve the triaging

accuracy.

5.3 Results for RQ3

For RQ3, we study the effectiveness of components,

i.e., the three types of features in our fixer suggestion

model. The result is listed in Table 10. In the ta-

ble, we test three variants of the proposed approach:

“text” which means only the textual feature is used,

“text+meta” which means that both the textual feature

and the metadata feature are used, and “text+routing”

which means that both the textual feature and the rout-

ing feature are used.

As we can see from Table 10, the accuracy of “text”

group is relatively low, indicating the importance of

the other two types of features. Then, when either

the metadata feature or the routing feature is added,

the performance significantly increases, that is, both

components are useful. Furthermore, we manually in-

spect some results and find that even if the performance

of “text+meta” and “text+routing” is close, they do

well at different cases. For “text+meta”, it is more

likely to predict the most active developer within the

product and the component. For “text+routing”, it

is more likely to predict the reporter directly. Such

a phenomenon can be further leveraged and we leave

it as future work. Finally, iTriage is better than all

the component methods. This means the combination

of the three aspects of features is helpful for the bug

triaging task.

Table 10. Accuracy of Feature Combinations

Name Text Text+Meta Text+Routing iTriage

Eclipse 0.297 4 0.459 3 0.461 8 0.478 6

Mozilla 0.213 4 0.321 9 0.352 7 0.373 0

Gentoo 0.249 3 0.457 4 0.503 7 0.543 3

Summary. Overall, the results show that all the

three aspects (i.e., textual content modeling, metadata

modeling, and tossing sequence modeling) of iTriage

are useful to improve the triaging accuracy.
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6 Threats to Validity

In this section, we identify some threats to validity

of this work.

For internal validity, we mainly consider two as-

pects. First, for the ground truth of the suitable fixer,

we follow the previous approaches to select the “As-

signee” (also known as “Assigned To”) metadata[6,18].

However, the actual fixer might not be the best develo-

per to fix the bug report, and other developers could

also have the ability to fix it. To this end, some re-

searchers (e.g., [3]) proposed to construct a dataset

where the developers who may be able to fix the bug are

manually labeled. However, this would be too expen-

sive to achieve given that our dataset is much larger.

Second, when processing the raw datasets, we filter out

the developers who have fixed less than 10 bugs. It is

possible that these developers would fix the future bugs,

and our model will produce false negatives. However,

these developers are generally inactive in these projects,

and after deleting them we still have plenty of active

developers for each project. Collecting the bug reports

for a longer period or focusing on only bug reports of

the finished projects can alleviate such issues. Addi-

tionally, we have deleted the reopened bug reports in

the datasets. The reason is that these bug reports may

have two different fixers and tossing sequences which

could mislead the training process of the proposed ap-

proach. We leave the treatment for these reopened bug

reports as future work.

For external validity, in this paper, we have crawled

and analyzed three open source projects. However,

open source projects might be different with industry

projects. Therefore, we are not certain whether our re-

sults can be generalized to industry projects. However,

if the two facts (i.e., reporter locality and tossing re-

lationships) also hold for industry projects, there is a

high chance that the proposed approach will work well

for the industry projects.

7 Related Work

In this section, we review related work. Bug re-

ports play an important role in software development

and maintenance. Many researchers have studied re-

lated topics to help developers fix bugs more efficiently.

We mainly discuss about two research topics in the ex-

isting work. The first one is to route the bug reports

to suitable fixers, and the second one is to optimize the

quality of the bug reports.

7.1 Bug Triaging

In the area of automatic bug triaging, researchers

have proposed a series of machine learning (e.g., [2-4,

24]) and information retrieval based approaches (e.g.,

[5, 6, 25]). Machine learning based approaches usually

regard developers as labels, and predict suitable deve-

lopers with a classification model. Many classification

models have been used by existing methods. For exam-

ple, Anvik et al.[3] modeled this task as a text classifica-

tion problem with Naive Bayes classifier, and Cubranic

and Murphy[26] used the SVM classifier instead. As

for information retrieval methods, they constructed the

representations of both developers and bug reports and

then computed their similarities. For example, Tam-

rawi et al.[18] used fuzzy set and developer caching to

calculate the similarities between developers and bug

reports; Naguib et al.[25], Yang et al.[5], and Xia et al.[6]

used topic models to compare the similarities between

the bug reports and the developers. Instead of these

two categories of methods, some developers reformu-

lated the bug triaging problem. For example, Alenezi et

al.[27] focused on redistributing the load of overloaded

developers. Zou et al.[28] introduced feature selection

to improve the accuracy of bug triaging and reduced

the training sets. Park et al.[29] proposed a cost-aware

approach to balance accuracy and cost.

In terms of the input used by these existing ap-

proaches, the textual content of bug reports is the key

part. Additionally, metadata, tossing sequence, rela-

tionships between developers, the developer roles, and

the code annotations have also been used. For example,

Yang et al.[5] and Bhattacharya and Neamtiu[4] consi-

dered the meta data. Jeong et al.[2] and Bhattacharya

Neamtiu[4] used tossing graph to optimize the recom-

mendation list; Hu et al.[30] modeled the relationship

between developers and source code components, as

well as their associated bugs. Zhang et al.[31] used more

social relationships between developers. There are also

some other studies related to the tossing graph. For

example, Wang et al.[32] proposed to analyze the col-

laborations in bug repositories. Wu et al.[33] studied

what factors affect the length of tossing path, and found

that working theme, product, component, and degree

centrality are key factors.

Recently, deep learning techniques have been used

to improve the performance of bug triaging. For ex-

ample, Lee et al.[8] proposed to use CNNs and Mani

et al.[9] proposed to use Bidirectional RNNs with at-

tention. However, the focus of these approaches is on

the textual content of bug reports. Different from these
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approaches, the key novelty of our approach is to simul-

taneously integrate the following three aspects: 1) the

textual content in the bug reports, 2) the metadata in

the bug reports, and 3) the tossing sequences of bug

reports.

7.2 Bug Report Quality

Several researches have proposed to study the qua-

lity of bug reports. For example, Hooimeijer and

Weimer[34] measured the bug report quality and pre-

dicted whether bug reports can be resolved within a

given time. Demeyer and Lamkanfi[35] noticed that bug

reports may contain errors such as wrong components,

and proposed to predict such cases for a particular bug

report; Herraiz et al.[36] held the opinion that the bug

reports of Bugzilla are too complex, and found that the

severity of bug reports can be reduced from seven op-

tions to three. Wu et al.[37] found that bug reports are

often incomplete and proposed to check the completion

of a given bug report. Zanetti et al.[38] focused on the

validity of bug reports. They extracted features from

collaboration networks between team members to de-

termine whether the bug report is valid or not. Fan

et al.[39] extended the extracted features and improved

the performance. These techniques could enhance the

overall quality of bug reports, which also benefits auto-

matic bug triaging process.

The detection of duplicate bug reports has also

been widely studied. Anvik et al.[3] conducted a large-

scale empirical study on the bug repositories of Eclipse

and Firefox, and found that a large percentage of bug

reports are identified as duplicate by the developers.

Hiew[40] made the first attempt to detect duplicate bug

reports by calculating the similarities between bug re-

ports. Runeson et al.[41] studied the duplicate detection

problem with industrial projects and they considered

more textual features (e.g., software versions, testers,

the submission date). Wang et al.[42] used natural lan-

guage information and execution information to suggest

a small set of the most similar bug reports. Nyugen

et al.[43] employed topic models to obtain the textual

representations and then computed their similarities to

detect duplicate bug reports. Tian et al.[44] proposed to

consider the similarity between a new bug report and

multiple existing bug reports (instead of only the most

similar one) to decide whether the bug reported in the

new bug report is actually a duplicate bug. Besides,

some researchers began to conduct empirical studies on

duplicate bug reports[45−47].

All these existing researches are complementary

with our work. That is, we may consider to first im-

prove the quality of bug reports before assigning them

to suitable fixers.

8 Conclusions

In this paper, we proposed a novel approach,

iTriage, to simultaneously integrate the following

three aspects: 1) the textual contents in the bug re-

ports, 2) the metadata in the bug reports, and 3)

the tossing sequences of bug reports. The proposed

approach consists of two models, namely, the feature

learning model and fixer suggestion model. The fea-

ture learning model is a sequence-to-sequence model to

learn the textual feature and the routing feature at the

same time. The fixer suggestion model is a classifi-

cation model to combine the textual feature, the meta-

data feature, and the routing feature to predict the bug

fixers. The experimental results showed that iTriage

improves the accuracy of the bug triaging compared

with the state-of-the-art approaches.

In the future, we plan to explore the usage of code

snippets, URLs, and stack traces in the textual content,

which are currently excluded by our model. We believe

that these contents can provide extra information to

improve the accuracy of the bug triaging. We also plan

to further investigate the tossing sequence, and under-

stand why developers toss bug reports to each other.
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