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Abstract This paper presents a rigidity-preserving morphing technique that blends a pair of 2D shapes in a controllable

manner. The morphing is controllable in two aspects: 1) motion dynamics in the interpolation sequences can be effectively

enhanced through an intuitive skeleton control and 2) not only the boundaries but also the interior features of the source

and target shapes are precisely aligned during the morphing. We introduce a new compatible triangulation algorithm to

decompose the source and target shapes into isomorphic triangles. Moreover, a robust and motion-controllable rigidity-

preserving transformation scheme is proposed to blend the compatible triangulations, ultimately leading to a morphing

sequence which is appearance-preserving and with the desired motion dynamics. Our approach constitutes a powerful and

easy-to-use morphing tool for two-dimensional animation. We demonstrate its versatility, effectiveness and visual accuracy

through a variety of examples and comparisons to prior work.
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1 Introduction

Two-dimensional morphing (or blending), which

transforms one 2D (two-dimensional) object (source)

into another (target), has a wide range of applications

such as producing visual effects and cell animation[1−2].

In the two-dimension case, planar objects can be de-

scribed by vector graphics, i.e., curves or polygons, or

can be represented as images. Accordingly, 2D mor-

phing techniques can be generally classified into two

categories: image-based and shape-based. Image mor-

phing works with discretizations of planar space, while

shape morphing deals with explicit representations of

objects, i.e., curves or polygons. Image morphing

techniques[3−8] have been widely deployed in commer-

cial tools and through them it is convenient to handle

abundant details of the objects in image space. How-

ever, in some scenarios such as 2D character animation

where drastic local or global geometric changes tend to

occur, it is challenging for pure image-space methods to

generate in-between objects that logically retain their

original appearance and properties. For example, it is

difficult for the image morphing techniques to generate

the drastic morphing of gourd vine shown in Fig.1. Be-

yond this, the entire morphing example in this figure

is also difficult to achieve with image-based techniques

since foreground and background behave differently.

Shape morphing techniques have the potential to

deal with large geometric changes. As demonstrated

in the shape morphing techniques[9−12] aesthetic and

intuitive morphing should treat the meta-physical ob-

jects which are implicitly represented by the blended

shapes as rigidly as possible, i.e., in a rigidity-preserving

fashion, in order to avoid superfluous global or local

deformations. While some methods can minimize the

deformation of the boundaries[9,11−14], it is suggested

in [10, 15-19] that a proper morph should take into

account not only the boundary but also the interior

of the objects. In these methods, compatible triangu-

lations are used to represent the objects’ interior and

to easily handle the abundant details of the objects,

i.e., as textures of the triangulations. However, exist-

ing compatible triangulations algorithms[19−24] mainly

focus on generating high-quality triangulations with a
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small number of Steiner vertices, but cannot guarantee

the corresponding interior features of the shapes to be

aligned in the resulting compatible triangulations. Con-

sequently, undesirable results such as “ghosting” arti-

facts are easy to occur especially for the objects whose

internal features are rather different in shape or posi-

tion.

(a) (b)

(c)

Fig.1. Given a gourd in the air (source shape) and the other
on the ground (target shape), morphing animation is generated
using our approach. (a) Original interpolation sequence. (b) Im-
proved visual impact by enhancing motion dynamics over the in-
terpolation sequence. (c) Last four frames which are overlapped
to each other in the dynamics-enhanced morphing sequence.

Considering the morphing generation, a sequence

of in-between shapes, which is locally least-distorting

and visually pleasing, can be obtained by applying

an as-rigid-as-possible (ARAP) interpolation scheme

to blend the compatible triangulations[10,15,17−19]. In

practice, mesh quality is essential for the stability of

ARAP interpolation, and thus a time-consuming post-

optimization is necessary for the compatible triangu-

lations. Furthermore, real applications often require

to enhance motion dynamics through the interpolation

sequence in order to improve visual impact. Unfortu-

nately, offering an intuitive and ease-to-use tool for con-

trolling motion dynamics is always considered difficult

in keyframe interpolation[4,25]. To our knowledge, there

is no work yet for effectively incorporating such control

into a rigidity-preserving shape interpolation process.

In this paper, we introduce CR-Morph a rigidity-

preserving morphing technique that blends a pair of 2D

shapes in a controllable manner. As shown in Fig.1, our

method accommodates drastic local or global geomet-

ric changes between the source and the target shapes

and allows the user to easily improve the visual impact

by enhancing motion dynamics over the interpolation

sequences. Finally, our approach constitutes a powerful

and easy-to-use morphing tool for 2D animation. The

main technical contributions of the paper are as follows:

• a rigidity-preserving interpolation algorithm

which is insensitive to the mesh quality and is not only

suitable for compatible triangulations but also suitable

for arbitrary compatible point sets,

• an effective skeleton control scheme which allows

users to enhance motion dynamics over the interpola-

tion sequences in an easy and intuitive way, and

• a new compatible triangulation algorithm which

can align both the boundary and interior features of the

shapes in the compatible triangulations.

2 Related Work

The work in 2D morphing falls into two cate-

gories: morphing of images[5,8] and morphing of pla-

nar shapes[9,26]. Our approach takes advantage of these

two, handling abundant details in image space (i.e., as

textures of the triangulations), like image morphing,

while taking geometry into account, as in shape mor-

phing.

Image Morphing. Morphing of images is a long-

studied problem[3,4,8,27], and is generally realized by

coupling image warping with color interpolation. Im-

age warping retains the geometric alignment between

the corresponding features of the images, while color

interpolation blends their colors. In image morph-

ing, the corresponding features between the images are

usually manually tagged by users using points, lines,

or curves. In order to reduce user interaction, some

(semi-)automatic approaches[7,8] were proposed, where

the user draws only a small number of point correspon-

dences and the system automatically determines a full

correspondence between the features, and these method

works well for the objects of similar appearance.

In general, the warping functions are defined in a

pure mathematical manner (e.g., under the criteria of

smoothness and continuity), but not motivated by or

related to geometric principles since they are geometry-

unaware. Therefore, while the image morphing tech-

niques generate visually pleasing results in cases where

the shapes of the source and the target objects are

somewhat similar, it is typically difficult for them to
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handle drastic global or local geometric changes. Simi-

larly, our approach lets the user draw several curves to

specify the corresponding features of the objects; how-

ever, different from pure image-space methods, our ap-

proach takes into account the objects’ geometry and can

naturally blend even the objects of significantly diffe-

rent shapes.

2D Shape Morphing. Shape morphing techniques

consider geometric characteristics of the objects. In

[9], Sederberg et al. introduced an intrinsic interpo-

lation approach that minimizes the distortion of the

shape boundaries by considering their edge lengths and

vertex angles.

In [10, 15, 17-19], the source and the target shapes

are dissected into a pair of compatible triangulations,

so as to take into account not only the boundary but

also the interior of the objects. To achieve aesthetic and

intuitive morphing, local non-distorting morphs are de-

termined for each pair of corresponding triangles. In

practical implementation, the high quality of the tri-

angles in the compatible triangulations is important;

otherwise, numerical problems may occur[13]. Diffe-

rent from these methods, we introduce a disc-based

rigidity-preserving interpolation technique for blending

the compatible triangulations. The algorithm is insen-

sitive to the triangle quality and is not only suitable

for compatible triangulations but also suitable for arbi-

trary compatible point sets.

Shape Triangulation. Assuming that a boun-

dary vertex correspondence between the source and

the target shapes is given, many algorithms can be

used to generate compatible triangulations within the

shapes[18−21]. These algorithms mainly focus on gen-

erating high-quality triangulations with a small num-

ber of Steiner vertices, but cannot guarantee the corre-

sponding interior features of the shapes to be aligned in

the resulting compatible triangulations. In contrast to

them, our compatible triangulation algorithm accounts

for the correspondences between not only the bound-

aries but also the interior features of the shapes.

In [17], Tal and Elber also considered the interior

features by isolating them via the so-called bridges. A

compatible triangulation is constructed for each feature

and then all of them are combined together. Obviously,

the features should be described by a set of simple poly-

gons, i.e., each feature as a hole. However, while the

bridge technique can be straightforwardly extended to

the interior features that are tagged by a point[21], it

is not a trial work to apply such technique to the in-

terior open curves. Since many features correspond to

open curves in practice, as shown in Fig.2(b), the bridge

technique is thus difficult to be used in these common

cases.

Source

Target

(b)(a) (c)

(d)

(e)

Fig.2. Algorithm overview. (a) Input shapes. (b) Boundaries,
feature curves, and vertex correspondence, where for clarity only
several corresponding salient points are shown. (c) Compatible
triangulations. (d) Disc-based rigidity-preserving interpolation.
(e) Interpolation sequence with enhanced motion dynamics.

Morphing Control. There is relatively little work

on controlling the motion dynamics during the morph

animation. A simple approach is to offer several in-

terpolation paths for different portions[4,28]; however,

it is difficult to visualize points of simultaneity on sev-

eral paths such that the in-between shapes could be

easily perceived at any instant. While secondary physi-

cal effects in shape interpolation are possible[25,29,30], it

seems tedious and nonintuitive to tune abstract phys-

ical parameters such as vibration frequencies, ampli-

tudes and damping, so as to achieve desired motion

dynamics. Based on the observation that the animator

often sketches stick figure representations to visualize

a complex movements, Burtnyk and Wein[31] suggested

the use of skeleton for enhancing motion dynamics in

key frame animation. Inspired by this idea, we de-

sign a technique to effectively incorporate the use of

skeletons into our disc-based rigidity-preserving inter-

polation, so that the user is able to enhance motion

dynamics over the interpolation sequence through an

easy and intuitive skeleton control. Such incorporation

is not easy since the motion dynamics derived from the

user-controllable skeleton is often inconsistent with the
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original motion sequence determined by the disc-based

rigidity-preserving interpolation.

3 Algorithm Overview

As shown in Fig.2, the source and the target shapes

are imported by extracting the polygonal outline of

the objects in the input images. The user specifies

their corresponding features using open or closed curves

(Fig.2(b)), which we call “feature curves”. The sys-

tem will automatically establish the vertex correspon-

dence between boundaries and between each pair of cor-

responding feature curves using the feature-based ver-

tex correspondence approaches[15], where several salient

points are first detected and associated, and then the

remaining vertices are aligned (Fig.2(b)). If needed, the

user can alter the vertex correspondence by modifying

the corresponding salient points.

A pair of compatible triangulations are generated

within the source and the target shapes through our

compatible triangulation algorithm (Section 5) (see

Fig.2(c)). Then, our disc-based rigidity-preserving

interpolation approach (Subsection 4.1) is used to

transform the source triangulation into the target

one (Fig.2(d)). Finally, a sequence of appearance-

preserving in-between shapes is obtained by transfer-

ring the underlying source and target shapes to the

intermediate triangulations using simple linear texture

mapping, i.e., taking the input images as the textures

of the source and the target triangulations and blending

them for the intermediate triangulations. The user can

further enhance motion dynamics via the skeleton con-

trol. To do so, the user first creates a skeleton on the

source shape (the first column of Fig.2(d)). We call this

skeleton as “reference skeleton” which can be defined

regionally to apply the control selectively. Then, the

user edits the skeleton at any intermediate frame and

the system will automatically enhance motion dynam-

ics over the interpolation sequence to meet the user’s

expectation (Fig.2(e)).

4 Motion-Controllable Morphing

Given a pair of compatible triangulations, we trans-

form the source triangulation into the target one in

a rigidity-preserving manner. Such an interpolation

scheme includes two basic steps: 1) computing local

non-distorting morphs and 2) assembling these local

transformations into a global coherent least-distorting

transformation. In the traditional rigidity-preserving

approaches[13,20], the local transformations are deter-

mined based on triangle-to-triangle morph. Instead,

we compute local non-distorting disc-to-disc transfor-

mations where a disc corresponds to a local point set

around a point. This method has two main advantages:

1) the interpolation algorithm is point-based, or mesh-

less, hence insensitive to the quality of mesh, and 2)

the disc is general and can be easily constructed for

a variety of representations such as triangulations and

point clouds. In order to allow the user to enhance mo-

tion dynamics via a skeleton, we introduce a two-phase

propagation scheme to combine the skeleton transfor-

mations with the local disc-to-disc transformations in a

smooth and consistent fashion.

4.1 Disc-Based Rigidity-Preserving

Interpolation

We consider a general case for the disc-based rigid

interpolation. Let {pi} and {q i} be the sets of sam-

pling points for the source and the target objects, re-

spectively, where each source point pi corresponds to

a target point q i. For each point pi, a disc (denoted

as Pi) is constructed, which includes a local point set

around pi. Similarly, we can construct for each target

point q i a disc (Qi) which contains the corresponding

target points of those source points in Pi. As shown in

Fig.3, each disc describes the local geometric shape of

the source or target object.

For each pair of corresponding discs Pi and Qi, a

local transformation is determined to transform Pi into

Qi. A straightforward solution is to use the best-fit

affine mapping between the two point sets of Pi and

Qi
[32,33]. However, an affine mapping is typically insuf-

ficient for representing such local transformation when

the number of points is greater than 3 (see Fig.3(b)).

Our solution is to represent the local transformation

using a collection of linear mappings. Taking pi and q i

as rotation centers, each point pj in Pi can be trans-

formed to its corresponding point q j in Qi by a linear

mapping L(i,j) represented by a rotation angle α and a

scale factor s:

L(i,j)(pj − pi) = Rα(pj − pi)s = qj − q i,

where R corresponds to a rotation matrix with respect

to a specified angle, α is the angle from vector pipj

to q iq j , and s is the ratio between the length of q iq j

and the length of pipj . Note that the translation is not

taken into account since it does not change any shape

property of the disc.
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t/  0.25 0.75 1.000.50

(b)

(a)

(c)

Fig.3. Transformations of a single disc. Given a pair of discs
that are around a pair of corresponding points, i.e., the red dots,
the transformations between them are determined by (a) linear
vertex interpolation, (b) an affine mapping, and (c) a collection
of linear mappings, respectively. The first and the last columns
of (a) and (c) correspond to the source and the target discs,
respectively. In (b) and (c), the transformations are conducted
in a rigidity-preserving way, where it is shown in (b) that an
affine mapping cannot fully represent the transformation since
the source disc has not been exactly transformed into the target
one at t = 1.0.

Therefore, the shape of intermediate disc for each

pair of corresponding discs Pi and Qi can be described

by the collection of vectors {Lt
(i,j)(pj − pi)}j . To

achieve local non-distorting disc-to-disc morphing, we

determine each Lt
(i,j) by interpolating the rotation an-

gle of L(i,j) separately from its scale factor, i.e., in a

rigidity-preserving way (Fig.3(c)):

Lt
(i,j)(pj − pi) = Rtα(pj − pi)(1− t+ ts), t ∈ [0, 1].

To determine the vertices of intermediate objects

V (t) = {v t
i}, we assemble all of the intermediate discs

into a whole by minimizing the following quadratic er-

ror function, which is similar to the assembly process

in [33, 34]:

EV (t) =
∑

Pi

∑

pj∈Pi

‖Lt
(i,j)(pj − pi)− (v t

j − v t
i)‖

2. (1)

The general disc-based rigid interpolation approach

can be applied to arbitrary compatible point sets. For

example, to generate morphing between a pair of com-

patible triangulations, we take their vertices as the

source and the target sampling points respectively, and

construct a disc for each triangulation vertex using its

one-ring neighbors, i.e., the vertices that share an edge

with it. Finally, a sequence of in-between triangulations

which is locally least-distorting is achieved by solving

(1), as shown in Fig.2(d).

4.1.1 Globally Consistent Rotation

For large rotations (no less than 180 degrees)

between the source and the target objects, rota-

tional inconsistencies may occur causing severe artifacts

(Fig.4(c)). This problem stems from that the rotation

angle of each local transformation (i.e., α of L(i,j)) is de-

termined independently (the small magnitude rotation

is chosen), but oblivious to its neighbors. Given two

neighboring local transformations L(i1,j1) and L(i2,j2)

with α1 and α2 as their rotation angles, in general,

if there exists no significant rotation difference, i.e.,

|α1 − α2| < π, the rotations are consistent; otherwise,

either α1 or α2 should be corrected. We can correct a

rotation angle α by: α = α ± 2kπ for k ∈ N
∗. In our

implementation, the smallest k, which can eliminate

the significant rotation difference, is used. Our idea is

therefore to find a consistent global rotation where ro-

tations are consistent between all pairs of neighboring

local transformations.

We can solve the problem using a graph. The graph

contains one node Nk per local transformation L(i,j).

Given two local transformations L(i1,j1) and L(i2,j2),

we consider them to be neighbors when the point pj1
is

in the disc Pj2 or the point pj2
is in the disc Pj1 . For

each pair of neighboring local transformations, we add

an edge between their associated nodes in the graph.

To make a globally consistent rotation, a rotation is

determined for certain local transformation L(i,j), and

then the consistent rotation is “propagated” to neigh-

boring local transformations via the graph. Intuitively,

for smooth morphing, we would like to choose an order

of propagation that favors the propagation from L(i1,j1)

to L(i2,j2) if their rotation magnitudes are close. To this

end, we assign each edge (k1, k2) in the graph the cost,

||α1| − |α2||. Then, by traversing the minimal span-

ning tree of the resulting graph, the favorable propa-

gation order can be achieved. In implementation, we

use the small magnitude rotation at default and choose

the local transformation whose rotation magnitude is

minimal as the initial one. Then, rooting at this initial

node, the tree is traversed in depth-first order, assigning

each local transformation a rotation that is consistent

with that of its parent. That is, if during traversal, the

current local transformation L(i1,j1) has been assigned

the rotation α1 and L(i2,j2) is the next local transforma-

tion to be visited, then α2 is corrected if |α1 −α2| > π.

As shown in Fig.2 and Fig.4(d), this consistent rotation

algorithm works well no matter when globally or locally

large rotations occur.
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Local Rotations

(a) (b)

(c)

0.50 0.75

(d)

t/⊲ 

Fig.4. Morphing with large rotations. (a) Input shapes: a leaf
and a butterfly. (b) Feature curves and vertex correspondence.
Note that 1) the root of the leaf corresponds to the head of the
butterfly, thus existing a large rotation (about 180 degrees) from
the source to the target shape, and 2) just half of the four white
ellipse-like features in the shapes are aligned when generating the
compatible triangulations. For this case, the morphing results
without and with making consistent global rotation are shown in
(c) and (d), respectively. The first column of (c) and (d) shows
the local rotations from the source to the target shape during
morphing. Additionally, ghosting artifacts are demonstrated in
(d) where two white ellipse-like features are not aligned in the
compatible triangulations.

4.2 Enhancing Motion Dynamics via Skeleton

To increase visual impact of the morphing sequence,

the user is allowed to enhance its motion dynamics via

a skeleton. To do so, a sequence of skeletons is first

derived from the intermediate and target shapes, with

respect to the pre-defined reference skeleton and the

triangle-to-triangle correspondence among the interpo-

lation sequence (see Figs.5(a) and 5(b)). The user then

selects any intermediate skeleton and edits it, where

each of modified intermediate skeletons is stored as a

“control skeleton”. The system will automatically ap-

ply the transformations of the control skeletons to the

morphing sequence, leading to enhancing motion dy-

namics (see Fig.5(c)). The whole process is conducted

using a two-phase propagation scheme.

4.2.1 Phase-1: Frame-to-Frame Propagation

The first step is to propagate the transformations

of the control skeletons which are made on one or mul-

tiple intermediate frames over the whole interpolation

sequence. We do this by taking the reference skeleton,

control skeletons and the skeleton of the target shape

as keys, and interpolating among them to adjust the se-

quence of intermediate skeletons (Fig.6). As shown in

Fig.6(b), directly interpolating the skeleton joints along

a linear trajectory or a higher order polynomial curve

tends to produce shrinkages, especially when large ro-

tations occur. To avoid shrinkages, we instead interpo-

late the intrinsic parameters of the skeletons, i.e., joint

angles and bone lengths. During interpolation, each ad-

justed intermediate skeleton can be reconstructed from

their intrinsic parameters using the forward kinematic

scheme[35] (see Fig.6(a)).

Editing

(a)

(c)

(b)

Fig.5. Motion-controllable morphing. (a) An interpolation
sequence and the pre-defined reference skeleton on the source
shape. (b) The derived skeleton sequence which can be modified
at any intermediate frame. (c) The skeleton transformation is
propagated over the interpolation sequence, leading to desired
motion dynamics.

(a)

(b)

Fig.6. Skeleton interpolation. The left, middle and right are
the keys while the others are intermediate skeletons. (a) Inter-
polation using intrinsic parameters. (b) Interpolation of skeleton
joints along a cubic polynomial curve, where shrinkages occur on
the skeleton bones, as shown in the dashed ellipse.
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4.2.2 Phase-2: Skeleton-to-Triangulation Propagation

Now, for each intermediate frame, two skeletons ex-

ist: one describes the pose of the intermediate shape in

the rigidity-preserving interpolation and the other cor-

responds to the pose that is desired in the improved mo-

tion dynamics (see Fig.7(a)). We denote the positions

of the joints in the two skeletons as {J k} and {J k
′},

respectively. Given an intermediate frame, in order to

make the intermediate triangulation at this frame con-

sistent with the desired pose represented by {J k
′}, a

relatively simple-minded approach is to recompute the

vertex positions of the intermediate triangulation by in-

corporating the positional constraints of {J k
′}. Since

each joint J k lies in a triangle of the intermediate tri-

angulation, we can compute its barycentric coordinates

relative to the triangle vertices and assemble them into

a row vector C k. The corresponding J k
′ can thus be

represented by: J k
′ = C kV k(t), where V k(t) is a col-

umn vector composed of three 2D vectors corresponding

to the updated vertex positions of the triangle. Thus,

the vertex positions of the intermediate triangulation

can be updated by replacing (1) with:

argmin
V (t)

EV (t) +
∑

k

‖C kV k(t)− J k
′‖2. (2)

=

(b)

(c)

+

(a)

(b)

(c)

Fig.7. Skeleton-to-triangulation propagation. (a) Two poses
described by skeletons exist at any intermediate frame, e.g., at
t = 0.5. (b) Direct incorporation of the desired pose as po-
sitional constraints. (c) Pose incorporation by spreading the
bones’ transformations (the first column). In (c), the second
column shows the influence of a skeleton joint (i.e., the red dot)
over the triangulation (the lighter the color, the less the influ-
ence), while the last column highlights three selected bones and
the triangulation vertices that are “bound” to them.

However, in practice we find that the motion sequence

determined by the rigidity-preserving interpolation is

usually quite different from the motion dynamics de-

fined by the skeleton, i.e., large transformation may ex-

ist between the two skeletons represented by {J k} and

{J k
′}, respectively. Consequently, this simple method

tends to produce artifacts (see Fig.7(b)).

To tackle the above problem, we spread the trans-

formations of the skeleton bones over the intermediate

triangulation in a smooth and localized manner. For

each skeleton bone (k1, k2), we determine its transfor-

mation as the rotation angle from vector J k1
J k2

to

J k1

′J k2

′ and the scale ratio between ‖J k1

′−J k2

′‖ and

‖J k1
− J k2

‖. We use the harmonic weights to propa-

gate the bones’ transformations. The harmonic weights

are computed using the approach of [36] and need to be

calculated only once with respect to the source trian-

gulation and the reference skeleton, since each inter-

mediate skeleton is derived from the reference skeleton.

Then, the intermediate triangulation can be “bound”

to the skeleton via a harmonic weight λk(v) of each

skeleton joint k at every triangulation vertex v. As

shown in Fig.7(c), the harmonic weights are smooth

and localized, and thus can be used as the influence of

each skeleton joint to the triangulation vertices. Us-

ing the influence weights, each triangulation vertex v

can be further “bound” to a skeleton bone (k1, k2) for

which the value of (λk1
(v)+λk2

(v)) is maximum among

all the skeleton bones. We then apply the transforma-

tion of each skeleton bone to the triangulation vertices

that are bound to it. In order to establish a natu-

ral adjustment of the intermediate triangulation, the

bones’ transformations should be combined with those

determined by the rigidity-preserving interpolation in

a consistent way. It can be done as follows. For each

triangulation vertex, let pi and q i be its corresponding

source and target sampling points respectively in the

disc-based rigid interpolation, and we add the rotation

and scale components of the bone to which the vertex is

bound, respectively, to the corresponding components

of each intermediate local transformation in the set of

{Lt
(i,j)}j which is associated with the discs Pi and Qi.

Finally, we solve (2) to obtain the new vertex positions

of the intermediate triangulation (see Fig.7(c)). Please

note that the inconsistency may occur between the up-

dated intermediate local transformations, but the opti-

mization of (2) will spread the inconsistency over the

whole triangulation so that the side effect is reduced to

the minimum.

5 Compatible Triangulation

Given the source and the target shapes with bound-

aries and interior feature curves, we construct the com-

patible triangulations in an intuitive way: triangu-

late one shape (the source shape) and map it to the
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other (the target shape), and vice versa. We use

Triangle[37], a constrained Delaunay triangulation algo-

rithm, to generate the triangulation of the source shape

first, where the boundary of the source shape and its in-

terior feature curves are taken as the constraints. Then,

we adopt the barycentric mapping[38] to map the source

triangulation to the target one. While many forms of

barycentric coordinates exist[38], we use the harmonic

coordinates of [36], since they are well-defined for not

only the boundary of a polygonal domain but also its in-

terior vertices and lines. An example is shown in Fig.8.

Note that the harmonic coordinates can also be sub-

stituted with other alternatives such as the (bounded)

biharmonic weights[39].

(a) (b)

Fig.8. Compatible triangulation. Given (a) input shapes with
the boundaries and the interior feature curves, the source tri-
angulation is first generated and then mapped to (b) the target
one via barycentric mapping with harmonic coordinates. Note
that triangle flips may occur during the direct mapping espe-
cially when large geometric changes exist from the source to the
target configurations, as shown in the red box.

However, since there is no set of barycentric coordi-

nates which can yield bijective mappings for any choice

of source and target polygons[40], triangle flips may hap-

pen in the resulting target triangulation (see Fig.8). To

address this problem, our solution is based on the obser-

vation that the concept of composite barycentric map-

ping can be straightforwardly applied to the harmonic

coordinates. In the composite barycentric mapping[41],

it was theoretically proven that any barycentric map-

ping is bijective if the source and the target polygons

are sufficiently close. Therefore, the main idea is to cre-

ate between the source and the target shapes a sequence

of intermediate boundaries and feature curves which are

sufficiently close, and then to successively map the tri-

angulation vertices from one to the next. We refer the

readers to [41] for the algorithm details.

The generation of intermediate boundaries and fea-

ture curves between the source and the target shapes

corresponds to the shape interpolation problem. A

straightforward approach is to conduct the interpola-

tion by linearly interpolating the corresponding vertex

positions. Such an approach is simple but it does not

take into account the geometric shape of the boundaries

and feature curves, possibly leading to shape distortion

(see Fig.9(b)). The intrinsic parameters[9], i.e., the edge

lengths and vertex angles, can be used to describe the

shape of individual curves. However, we find that the

spatial relationships between the boundaries and the in-

terior feature curves are also important for their natural

transition from the source to the target configurations.

Therefore, we design a barycenter-based shape model

(BSM) to represent the overall shape of the boundaries

and feature curves. In the BSM model, we represent

the geometric shape of individual curves using their

intrinsic parameters, while describing the spatial rela-

tionships between the curves using a structure called a

barycenter mesh. As proposed in [9], we use the edge

lengths and vertex angles of the curves as their intrin-

sic parameters. To construct the barycenter mesh, we

take the barycenter of each curve as its spatial proxy

and then encode the spatial relationships between the

curves by connecting their barycenters to each other,

as shown in Figs.9(a) and 9(c). Let M0 be the BSM

model of the boundary and the interior feature curves in

the source shape. The model includes two components:

M0
s and M0

p, where M0
s corresponds to the set of in-

trinsic parameters of all of the individual curves and

M0
p is the corresponding barycenter mesh. Similarly,

we can define M1 for the boundary and the interior

feature curves in the target shape. At arbitrary inter-

polating time t, the intermediate boundary and feature

curves can thus be determined by computing an inter-

mediate BSM model Mt: for each intermediate curve,

the intrinsic parameter set of Mt
s decides its geometric

shape while Mt
p fixes its barycenter, i.e., the curve’s po-

sition. The intrinsic parameters in Mt
s can be obtained

by interpolating the corresponding intrinsic parameters

in the sets M0
s and M1

s:

Mt
s = M0

s + t(M1
s −M0

s).

Linear

(a) (b) (c)

Intrinsic

BSM

Fig.9. Barycenter-based shape model. In (a) and (c), the bot-
toms are the corresponding barycenter meshes of the source and
the target shapes, where the circular dots correspond to the
barycenter of each individual curve. In (b), the intermediate
boundary and feature curves at t = 0.5 are obtained by inter-
polating vertex positions along linear trajectory, intrinsic para-
meters, and BSM models, respectively; additionally, the result
of interpolating the source and the target barycenter meshes at
t = 0.5 is also shown.
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Similarly, Mt
p can be determined by interpolating the

barycenter meshes M0
p and M1

p. To preserve the en-

coded spatial relationships, the interpolation should be

least-distorting, i.e., in a rigidity-preserving way. Such

a requirement can be easily achieved by applying our

disc-based rigidity-preserving interpolation technique

to the source and the target barycenter meshes, i.e.,

M0
p and M1

p, since they correspond to a pair of com-

patible point sets. A result of composite barycentric

mapping is shown in Fig.10.

h0.0 → 0.5

h0.5 → 0.75 h0.75 → 0.875 h0.875 → 1.0

Fig.10. Composite barycentric mapping: the triangle flips are avoided by generating a sequence of intermediate boundaries and
feature curves which are sufficiently close and then successively conducting the barycentric mapping from one to the next, where
ht1→t2

represents the barycentric mapping from the interpolating time t1 to t2.

6 Results

We have implemented our method on a PC with

3.0 GHz Intel Core 2 Duo CPU and 8 GB RAM (single

thread) and the performance of current implementa-

tion is summarized in Table 1. The bottleneck of the

computational cost lies in the generation of compati-

ble triangulations, which is mainly determined by the

iteration number of barycentric mapping and the ver-

tex number of the triangulation. In our experiments,

using the BSM model, the mapping can be generally

established within a reasonable number of iterations

(4−13 iterations). One can reduce the cost by using

a coarse triangulation, but it might cause non-smooth

morphing results. In general, the delay of constructing

compatible triangulations is acceptable since it needs

to be conducted only once. In addition, the optimiza-

tion problems of (1) and (2) can be solved by using

a standard linear least squares minimization. In our

implementation, we use UMFPACK[42] to solve them

and the solving process always converges in our experi-

ments.

Table 1. Performance Statistics

Fig. Curves #Tri.Vert Time (s) FPS

Fig.1 10 551 2.53 131
Fig.2 10 704 7.23 66
Fig.5 9 876 8.43 64
Fig.12(b) 3 672 1.04 117
Fig.12(c) 3 683 1.27 108
Fig.14 21 673 4.48 106
Fig.15 30 357 1.07 161

Note: “Curves” corresponds to the number of feature curves,
“#Tri.Vert” is the vertex number of compatible triangulations,
“Time” denotes in seconds the computational time for generat-
ing the compatible triangulations, and “FPS” shows the frame
rate of the disc-based rigidity-preserving interpolation.

6.1 Results of Compatible Triangulation

We have applied the proposed approach to various

examples such as cartoon characters or images. As

shown in Fig.11, since our compatible triangulation al-

gorithm takes into account both the boundaries of the

shapes and their interior features, undesirable results

such as “ghosting” artifacts are effectively eliminated.

The existing bridge technique also allows to incorporate

interior closed curves or points when constructing the

compatible triangulations[17,21]; however, it is difficult

to apply such technique to the interior open curves.

(b)(a) (c) (d)

Fig.11. Comparison between [21] and our algorithm. Given
(a) source and (d) target shapes, the compatible triangulations
are generated using the approach of [21] and ours and the corre-
sponding interpolation results at t = 0.5 are shown in (b) and (c),
respectively. (b) is depicted from Fig.11 of [21]. Since the bridge
technique is difficult to incorporate the interior open curves, it
cannot be applied to align the line-like features, as illustrated in
the red box of (b).

Moreover, our algorithm tends to produce “good”

triangles in the resulting triangulations since the

barycentric mapping is inherently smooth. In Fig.12,

we show that when constructing the compatible trian-

gulations the mapping not only can be performed from

the source to the target shape but also can be per-

formed from the target to the source shape. Though
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skinny triangles may still occur when the boundaries

or feature curves between the source and the target

shapes are rather different, time-consuming triangula-

tion optimization process is not necessary yet, since our

disc-based rigidity-preserving interpolation approach is

insensitive to the triangle quality, as shown in Fig.13(b).

(a)

(b)

(c)

Fig.12. Morphing between the letters U and S. (a) Input shapes.
(b) Morphing from U to S. (c) Morphing from S to U. Note that
in (b) or (c), the first corresponds to the source triangulation
where the feature curves are shown in pink and the last corre-
sponds to the target triangulation.

6.2 Results of Motion-Controllable Rigid

Interpolation

Our disc-based rigidity-preserving interpolation ap-

proach generates the examples that are comparable to

the traditional triangle-based rigid interpolation ap-

proaches such as [13, 19, 20]. However, our approach

has two advantages: 1) it is suitable for not only com-

patible triangulations but also arbitrary compatible

point sets such as barycenter meshes (see Fig.9), and 2)

it does not need to compute the affine transformation

between each pair of corresponding triangles, and thus

is robust to the skinny triangles, as shown in Fig.13.

Furthermore, as demonstrated in Figs.1, 2, 4(d), and

12, our approach works well in the scenarios of globally

or locally large rotations by employing the graph-based

rotation-consistent scheme.

To increase visual impact, our approach allows the

user to enhance motion dynamics over the morphing

sequence via an easy and intuitive skeleton control, as

shown in Figs.1, 2, 5, and 14. As shown in the accom-

panying video 1○, for example, a vivid animation has

been created via our approach using only six keyframes.

To the best of our knowledge, our approach is the first

one to incorporate the skeleton control into the rigidity-

preserving interpolation process for enhancing motion

dynamics over the morphing sequence. Consequently,

our approach constitutes a powerful and easy-to-use

morphing tool for 2D animation.

(a)

(b)

Fig.13. Robust interpolation of the compatible triangulations.
(a) Result generated by the traditional triangle-based rigid in-
terpolation of [13]. (b) Result generated by our disc-based rigid
interpolation. The compatible triangulations are generated us-
ing [22] without the post optimization. Note that some triangles
in the source triangulation are nearly degenerated to a line, thus
skinny triangles occur, as shown in the red box. While skinny
triangles are naturally transformed in (b), distortions occur in
(a) since the triangle-based rigid interpolation is sensitive to the
triangle quality, as shown in the dashed blue box.

6.3 Artistic Control and User Interaction

In our experiments, the workload of user interaction

in drawing feature curves is not heavy. That is because

1) the user only needs to place a small number of fea-

ture curves on the major features, as shown in Table

1, and 2) the system does not set up any constraint

when the user draws the feature curves and it will au-

tomatically establish the point-to-point correspondence

between each pair of corresponding feature curves. De-

spite this, the automatic extraction of feature curves is

preferable and we leave this to the future work.

Note that though our approach belongs to the cate-

gory of shape morphing, it can be straightforwardly ap-

plied in the scenarios of image morphing, thus providing

a useful alternative in the toolbox for the image mor-

1○https://pan.baidu.com/s/1TrYvIiI2QRCIv2L88djTdQ (code: kzcx), July 2019.
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(a)

(b)

Fig.14. Morphs between two dancing poses using skeleton control. (a) Skeleton defined regionally for only the control of the lower
body. (b) Full control of the body. At each row, the pre-defined reference skeleton is shown on the source shape and the third column
corresponds to the frame where the skeleton is modified.

phing applications. Fig.15 demonstrates the versatility

of our approach. Additionally, it is also shown that the

feature curves can provide the user precise and intui-

tive artistic control over the local morphing behavior,

which is very useful in certain scenarios.

6.4 Limitation

A limitation of our approach is that the new com-

patible triangulation algorithm cannot guarantee to

produce the desired compatible triangulations for arbi-

trary source and target shapes, as illustrated in Fig.16.

In this figure, the topology of some adjacent features

changes between the source and the target shapes, e.g.,

two features are intersected in one shape but separated

in the other. Obviously, if feature curves are specified

on these features, the composite barycentric mapping

will fail to generate the desired target triangulation

without triangle flips, because it implies that the con-

nectivity of the corresponding triangles covering these

features should be different between the source and the

target triangulations. Furthermore, though the BSM

model can preserve well the spatial relationships among

the boundary and feature curves during the interpola-

tion, the intersection between the curves may still oc-

cur especially when the spatial layout among the adja-

cent curves differs greatly from the source to the target

shape, as shown in Fig.16(b) where a circle-like feature

curve lies to the right of a line-like one in the source

shape but moves to its left in the target shape.

7 Conclusions

This paper presents a rigidity-preserving morphing

technique that blends a pair of 2D shapes in a con-

trollable manner. First, we adopted the progressive

mapping to construct the compatible triangulations for

the source and the target shapes. In the compatible

triangulations, not only the boundaries but also the

interior features of the source and the target shapes

are precisely aligned. Second, a robust and motion-

controllable rigidity-preserving transformation scheme

was proposed to blend the compatible triangulations,

ultimately leading to a morphing sequence which is

appearance-preserving and with the desired motion dy-

namics. Our approach constitutes a powerful and easy-

to-use morphing tool for 2D animation.

Considering the future work, we plan to extend our

approach to 3D (three-dimensional) objects. Since 3D

analog to compatible triangulations is still considered

challenging, it is worthwhile developing a 3D composite

mapping to dissect a pair of 3D meshes into compati-

ble simplicial complexes. It is attractive to extend the

disc-based rigidity-preserving interpolation to generate
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(a) (b)

(d)

(c)

Fig.15. Image morphing using our method. (a) Source and target images as well as their feature curves where the bounding box of
each image is taken as its boundary. (b) Compatible triangulations and (c) morphing sequence generated by our approaches. Note
that the side hair of Harry Potter naturally grows out according to the shape of the corresponding feature curves instead of the shape
of the corresponding hair of the girl. Without the control of the feature curves, (d) an unnatural result might occur since the shape
of the Harry’s side hair is not consistent with the girl’s. Also, note that the feature curves can provide precise control to preserve the
shape of the Harry’s glasses, as shown in (c).

(a) (b)

Fig.16. Limitation of our compatible triangulation algorithm. (a) Some features cannot be aligned in the morphing results due to that
most of the red circular features change their spatial relations with the black curve-like features between the source and the target
shapes. (b) Intersection between feature curves occurs during the interpolation.

the morphing sequence for 3D objects such as meshes

or point clouds. Furthermore, we plan to investigate

the possibility of automating the extraction of feature

curves while effortlessly incorporating artistic control

whenever needed. For some specific objects such as

human faces or those with similar appearance, the ex-

isting automatic alignment approaches such as [8, 43]

can already provide some insight to do this work.
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