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Abstract    Triple-level  cell  (TLC)  NAND flash  is  increasingly  adopted  to  build  solid-state  drives  (SSDs)  for  modern

computer systems. While TLC NAND flash effectively improves storage density, it faces severe reliability issues; in partic-

ular, the pages exhibit different raw bit error rates (RBERs). Integrating strong low-density parity-check (LDPC) code

helps to improve reliability but suffers from prolonged and proportional read latency due to multiple read retries for worse

pages. The straightforward idea is that dispersing page-size data across several pages in different types can achieve a low-

er average RBER and reduce the read latency. However, directly implementing this simple idea into flash translation lay-

er (FTL) induces the read amplification issue as one logic page residing in more than one physical page brings several read

operations. In this paper, we propose the Dynamic Request Interleaving (DIR) technology for improving the performance

of TLC NAND flash-based SSDs, in particular, the aged ones with large RBERs. DIR exploits the observation that the la-

tency of an I/O request is determined, without considering the queuing time, by the access of the slowest device page, i.e.,

the page that has the highest RBER. By grouping consecutive logical pages that have high locality and interleaving their

encoded data in different types of device pages that have different RBERs, DIR effectively reduces the number of read re-

tries for LDPC with limited read amplification. To meet the requirement of allocating hybrid page types for interleaved

data, we also design a page-interleaving friendly page allocation scheme, which splits all the planes into multi-plane re-

gions for storing the interleaved data and single-plane regions for storing the normal data. The pages in the multi-plane re-

gion can be read/written in parallel by the proposed multi-plane command and avoid the read amplification issue. Based

on the DIR scheme and the proposed page allocation scheme, we build DIR-enable FTL, which integrates the proposed

schemes into the FTL with some modifications. Our experimental results show that adopting DIR in aged SSDs exploits

nearly 33% locality from I/O requests and, on average, reduces 43% read latency over conventional aged SSDs.

Keywords    triple-layer cell solid-state drive (TLC SSD), performance, interleaving data, unbalanced bit error rate

  

1    Introduction

NAND-based  flash  has  become  the  primary  stor-

age media in modern computer systems, ranging from

mobile devices to servers in data centers[1]. High-den-

sity  NAND  flash-based  solid-state  drives  (SSDs)  are

promising as they meet the capacity demands of mod-

ern applications with reduced per-bit cost. Triple-lev-

el  cell  (TLC)  SSDs,  the  widely  employed  high-densi-

ty NAND flash, usually have a high raw bit error rate

(RBER)  as  they  have  a  much  narrow  margin  be-

tween  neighboring  voltage  levels  and  thus  are  more

vulnerable to programming noises[2]. While low-densi-

ty parity-check (LDPC) codes are increasingly adopt-

ed  for  TLC SSDs  to  improve  their  reliabilities[3],  the

extra flash sensing for  soft-decision decoding is  time-

consuming,  especially  for  aged  SSDs  with  high

RBERs.
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The  three  different  bits  of  TLC  flash  cells,  re-

ferred to as least significant bit (LSB), central signifi-

cant  bit  (CSB),  and  most  significant  bit  (MSB),  of-

ten  exhibit  very  different  bit  error  rates,  even  when

they  have  the  same  program/erase  (P/E)  cycle  and

retention time. This imbalance often leads to unequal

read  and  decode  latency  for  LDPC-based  SSD  stor-

age  systems.  Given  a  read  I/O  request  consisting  of

multiple page sub-requests, its completion time is de-

termined  by  the  slowest  sub-request,  which  depends

on  the  sub-request  queuing  length  and  the  service

time of  the sub-request.  Prior studies  optimize queu-

ing  latency[4, 5] and  reduce  the  service  time[6] to  im-

prove SSD performance. However, for aged SSDs that

adopt  LDPC,  reading  a  device  page  with  a  high

RBER results in multiple read retries such that page

reading  remains  a  significant  portion  of  the  I/O  re-

quest service time. The read latency of the LSB page

is  only  2/3  of  that  of  the  MSB  page  at  the  early

stage, but the latency gap worsens in the aged SSD[6, 7].

These studies that are close to our design are the

bit-level  data  layout  optimization  strategies[8–10].

These  strategies  interleave  the  data  from  each  logic

page  into  the  three  types  of  bits  of  the  same  device

page.  Since  the  device  bits  are  accessed  sequentially,

directly  integrating  these  strategies  in  flash  transla-

tion layer (FTL) leads to severe read/write amplifica-

tion and large performance degradation, which is not

practical.  Compared  with  [8–10],  our  work  designs  a

data  interleaving-enable  FTL,  which  alleviates  the

read amplification issue and makes the data interleav-

ing technology available to the SSD design.

This paper is an extended version of our previous

work[11]. In the conference paper, we observed that ac-

cess locality exists in workloads and exploited this ob-

servation to interleave the data segment from consec-

utive  sub-requests  with  limited  read/write  amplifica-

tion.  Recent  research work has  depicted the  low uti-

lization ratio of plane-level parallelism[12], which moti-

vates  us  to  explore  the  opportunity  to  design an en-

hanced  multi-plane  command  to  read  the  data  seg-

ment  of  a  logic  page  within  one  read  cycle.  Com-

pared with the previous work[11], this paper makes the

following  additional  contributions:  to  alleviate  the

overhead induced by the read amplification issue and

assign the specific page type efficiently, we propose a

novel  page  allocation scheme,  in  which the  planes  in

NAND flash  are  split  into  two  kinds  of  regions  (i.e.,

the  multi-plane  region  and  the  single-plane  region).

The  pages  in  multi-plane  regions  are  assigned  in  a

page-interleaving-friendly  way.  Then  these  pages

could be read out by enhanced multi-plane read com-

mand,  shortening  the  processing  time  of  additional

read requests.

Overall,  this  paper  makes  the  following  contribu-

tions.

• We explore page-level access locality from mod-

ern applications, and propose exploiting page-level ac-

cess locality and distributing interleaved data of these

pages to device pages of different types at different lo-

cations,  which  amortizes  the  RBER  at  the  page

level[11].

• We design a complementary plane-level organi-

zational  scheme.  Firstly,  we  divide  an  NAND  flash

chip  into  two  parts:  the  multi-plane  region  and  the

single-plane  region.  The  former  maintains  the  write

point, enabling the assignment of a page with any re-

quired  type  for  requests  whose  data  is  interleaved.

The latter serves as the normal plane for normal write

requests. Secondly, we redesign the hardware that im-

plements  a  novel  multi-plane  command  to  mitigate

the  read  amplification  issue.  The  scheme  in Subsec-

tion 3.2 is not proposed in [11].

• We evaluate the proposed Dynamic Request In-

terleaving  (DIR)  scheme  and  compare  it  with  the

state-of-the-art.  Our  experimental  results  show  that

adopting DIR in aged SSDs exploits nearly 33% local-

ity  from  I/O  requests  and,  on  average,  reduces  43%

read latency over conventional aged SSDs.

In  the  rest  of  the  paper, Section 2 discusses  the

SSD background and motivates our DIR design. Sec-

tion 3 presents the detailed DIR scheme. Section 4 de-

scribes  the  experimental  methodology  and  analyzes

the  results. Section 5 gives  related  work. Section 6

concludes the paper. 

2    Background and Research Motivation

In  this  section,  we  discuss  the  SSD  architecture

and the execution workflow of I/O requests. We then

motivate  our  design  with  the  uneven  bit  error  rate

among different bits of TLC NAND flash. 

2.1    SSD Architecture

Fig.1 shows  the  internal  organization  of  SSD[13],

which consists of host interface logic (HIL), FTL, and

flash back-end[13].  The function of each component is

as follows.

1)  HIL  receives  an  I/O  request  from  the  host,
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splits it into page-sized sub-requests, and then inserts

them  into  device  queues  for  services.  Each  sub-re-

quest has a specific logical page number (LPN)[14].

2)  The  FTL maintains  a  mapping  table  to  track

the current physical location, i.e., physical page num-

ber  (PPN),  of  each  LPN.  Additional  components,

such as garbage collection, wear leveling, and the LD-

PC  encoder/decoder  engine,  are  also  included  in  the

FTL.

3) The SSD back-end contains multiple  channels,

which  can  service  I/O  sub-requests  in  parallel.  Each

channel is connected to one or more chips. Each chip

consists of one or more dies, where each die contains

one  or  more  planes.  Each  plane  can  service  an  I/O

sub-request concurrently with the other planes.

In  this  paper,  we  adopt  the  dynamic  mapping

scheme such that the channel, chip, die, and plane in-

dices are random for a given LPN. Such an organiza-

tion  provides  four  levels  of  parallelism  for  servicing

I/O  requests  (channel,  chip,  die,  and  plane).  The

front end manages the back-end resources  and issues

I/O requests to the back-end channels. 

2.2    Basic Operations of TLC SSD

In TLC SSD, each cell uses eight states to repre-

sent  the  three  bits  of  data,  and  each  state  uses  the

stored  amount  of  charge,  i.e.,  the  threshold  voltage,

to distinguish itself from the others. Fig.2 illustrates a

typical  threshold  voltage  distribution  for  TLC

SSDs[11]. To reduce the raw bit error probability, TLC

SSD  adopts  the  gray  code  so  that  two  neighboring

levels differ by one bit—the voltage levels Er, P1, P2,

P3,  P4,  P5,  P6,  and  P7  denote  the  information  bits

“111”, “011”, “001”, “101”, “100”, “000”, “010”, and

“110”, respectively.

The  program/read  operations  of  LSB,  CSB,  and

MSB pages are different. As shown in Fig.2, the val-

ue stored in a TLC cell is determined by the thresh-

old voltage or the amount of charge in the cell. TLC

cell  programming  is  often  performed  by  using  incre-

mental  step-pulse  programming  (ISPP)[15].  It  can  be

divided into three distinct steps for minimizing the in-
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ter-page  program interference.  The  LSB page  is  pro-

grammed  firstly  and  quickly  to  the  target  threshold

voltage  range,  as  shown  in Fig.2.  If  the  bit “11” is

programmed  into  the  LSB  page,  the  cell  threshold

voltage  is  kept  in  the  erased  state,  marked  as  Er.  If

the  bit  is “0”,  the  cell  is  charged  to  transfer  the

threshold voltage from the Er state to the temporary

state. When the CSB page is programmed, if  the bit

is “1”, the voltage threshold does not change, and the

cell  remains  in  either  the  Er  state  or  the  next  state,

depending  on  the  value  of  LSB,  the  same  program

procedure  as  the  MSB page  has.  When  reading  LSB

page  data,  during  the  read  operation,  if  the  sensing

threshold is lower than Vth1, the cell denotes bit “1”;
the cell denotes bit “0” otherwise. For CSB and MSB

pages,  the  flash  cell  needs  to  be  sampled  twice  and

three  times,  respectively,  by  changing  the  sensing

voltage  levels.  This  is  referred  to  as  hard  decision

memory  sensing,  differentiating  one  sensing  level  be-

tween two adjacent states.

When adopting LDPC to improve TLC SSD relia-

bility,  we  may  need  to  differentiate  more  than  one

sensing level between two adjacent states, referred to

as  soft-decision  flash  sensing.  LDPC  increases  the

number of sensing levels so that more errors are like-

ly  to  be  corrected.  However,  such  an  approach  leads

to  multiple  read  tries,  significantly  increasing  flash

read  latency  and  degrading  the  read  performance  of

SSDs, particularly aged SSDs with high RBER. 

2.3    Advanced  Read/Program  Command  of

NAND Flash

The multi-plane command supports multiple read,

program,  or  erase  operations  across  all  planes  in  the

same die. Compared with the basic read, program, or

erase  operations,  it  saves  operation  overhead  several

times as multiple operations are executed in parallel.

However,  the  host  must  follow  the  operation  restric-

tion to issue a multi-plane command. That is, a mul-

ti-plane  read/write  operation  must  have  the  same

chip,  die,  block,  and  page  addresses.  Besides,  the

blocks  executing  a  multi-plane  erase  operation  must

have  the  same  chip,  die,  and  block  addresses[16, 17].

However,  Gao et  al. reported  that  plane-level  paral-

lelism was far from well-utilized in a wide range of re-

al workloads due to these strict restrictions (i.e., only

about  1%–4%  of  requests  can  be  written  into  pages

with multi-plane command)[12].

Many researches  aim to  exploit  plane-level  paral-

N

lelism maximally from FTL to the flash hardware de-

sign.  Gao et  al. utilized  the  DRAM cache  to  evict  a

multiple  of  dirty  pages  at  a  time  such  that  these

pages  can  be  written  by  using  multi-plane

command[12].  A  novel  NFM  architecture  enabling  a

decoupled  word-line  (WL)  selection  for  the  mated

planes was proposed to relax the restriction—the WL

addresses  could  be  a  different  value  for  multi-plane

command[18].  An independent  plane read scheme was

proposed  to  improve  further  total  system  perfor-

mance,  in which two planes can perform read opera-

tions  independently  and  asynchronously  on  any

block/page  address  and  combination  of  QLC/SLC

modes[19–21]. In this paper, similar to the above work,

we modify the hardware design of NAND flash to per-

mit pages at different positions to operate in parallel

at the plane level. 

2.4    Problem Statement

↔ ↔ ↔
↔ ↔ ↔

↔
↔

Recent  studies  reveal  that  different  bits  of  MLC

and  TLC  flash  exhibit  a  significant  RBER  variati-

on[9, 10]. Fig.3 compares  the  RBERs  of  different  de-

vice pages for TLC SSDs according to [10]. As shown

in Fig.3,  the  RBERs  of  MSB  pages  are  significantly

higher  than  those  of  LSB  pages.  This  is  because  er-

rors come mainly from cells having their voltage lev-

els shifted across neighboring levels. There is only one

bit  flipping  possibility  for  the  LSB  page  (i.e.,

111 xx0/x01 x00/P3 P4),  but  four  possibilities

for  the  MSB  page,  i.e.,  Er P1,  P2 P3,  P4 P5,

and  P6 P7.  As  another  example,  the  shift  between

P1  and  P2,  i.e.,  P1 P2,  causes  CSB  bit  errors  but

not  LSB  and  MSB  errors.  The  amount  of  charges

stored in different threshold voltage levels is also dif-

ferent.  The  charge  in  the  P7  state  is  more  likely  to

leak.

To address the RBER difference, Zhao et al.[9] and

Nakamura et  al.[10] proposed  to  store  data  from  one

logic  page  to  different  types  of  bits  in  several  device
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pages. The idea of these strategies is that storing da-

ta in both the worst page and the strongest page can

achieve an average lower RBER and then fewer read-

retries  for  the  LDPC  decoding  procedure.  Modern

SSD always employs the LDPC engine to recover the

corrupted  page  for  its  high  error-correct  capacity.

Still, it suffers from severe read latency due to the in-

creasing number of read retries. The page with a high

RBER  may  cost  up  to  10  times  more  read  latency

than that with a low RBER[3].  Let us take an exam-

ple  to  illustrate  the  advantage  of  this  strategy.  As-

suming  both  the  LSB  page  and  the  MSB  page  are

written into the same WL, after a while, we read out

the  LSB page  and the  MSB page  one  by one.  If  the

RBERs of the LSB page and the MSB page are 0.005

and  0.006,  respectively,  and  the  number  of  read-re-

tries is 2 and 3, respectively, then the read procedure

costs twice the read latency of the MSB page. If  the

two page-size data spans the LSB page and the MSB

page,  the  average  RBER  is 0.005 5,  and  the  corre-

sponding  number  of  read-retry  is  2  (e.g.,  512  B  LD-

PC coding redundancy per 4 KB user data). However,

while these strategies help mitigate the bit error rate

at  the  page  level,  they  face  a  major  challenge— one

logic  page  writes  results  to  more  than  one  device

page.  Since  these  writes  are  done  sequentially,  these

designs  face  severe  read  and  write  amplification  and

thus  extensive  performance  degradation  (i.e.,  reading

one  logic  page  induces  several  internal  read  opera-

tions).

To  summarize,  the  read  latency  of  reading  page-

size data can be reduced by data interleaving technol-

ogy. However, the read procedure induces more inter-

nal  read  requests  than  those  delivered  by  the  host.

This  data  interleaving  technology  is  not  practical  as

directly  integrating  these  strategies  in  FTL  leads  to

severe  read/write  amplification  and  extensive  perfor-

mance degradation[11]. 

2.5    Motivation

To  solve  the  read  amplification  issue  and  page-

type-induced read performance deterioration issue, we

first  study  the  characterization  of  I/O  requests  in

modern  applications.  An  I/O  read  request  typically

consists  of  multiple  sub-requests  for  pages  spanning

different  channels,  chips,  dies,  and  planes.  Without

considering  the  lengths  of  the  request  queue,  we  as-

sume to service  these sub-requests  at  the same time.

Due to RBER differences across different pages, their

read latency varies dramatically—the data from LSB/-

CSB pages tends to be ready much earlier than that

from  MSB  pages.  Such  scheduling  tends  to  generate

sub-optimal results as the I/O latency is throttled by

the time servicing the slowest pages.

N

N

(1/3)n

1− (2/3)n

(2/3)n − (1/3)n

We  have  experimented  with  this  read  latency

variation-induced  performance  degradation  issue,

where  the  experimental  parameters  are  listed  in Sec-

tion 4. We calculate the mean read latency for a giv-

en  read  request  with  sub-requests  as  shown  in

Fig.4.  The result  depicts  that  the mean read latency

becomes  larger  with  the  request  size  greatly.  We

refer to this issue as the worse page-dominated read.

The main reason for the worse page-dominated read is

that  the  default  page  allocation  scheme  allocates

pages  in  a  round-robin  way for  the  coming  write  re-

quests,  which  ignores  the  page  type.  Each  sub-re-

quest  has  a  1/3  chance  of  being  served  by  an

LSB/CSB/MSB  page  in  TLC  SSD,  and  thus  the

page-level read latency of the request depends on the

page type.  If  the  target  pages  of  sub-requests  are  all

LSB  pages,  the  probability  of  all  sub-requests  being

served by LSB pages is equal to . If at least one

of  the  sub-requests  is  issued  to  an  MSB  page,  the

probability is equal to . And also, the prob-

ability  of  CSB  page-dominated  read  is  equal  to

.  According  to  the  math  formulation,

MSB-dominated read has the largest probability for a

given read request. As the RBER of the MSB page in-

creases more quickly than that of the others,  a basic

idea is to amortize the RBER of the logic page resid-

ing in the MSB page to the LSB page or CSB page.

To  amortize  the  RBERs  of  a  worse  page  to  a

strong page, we devise to utilize the data interleaving

technology  to  bridge  the  read  latency  gap  between

different pages with suppressed write and read ampli-

fication.  We  conduct  an  experiment  to  analyze  the
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page-level access locality in modern applications, i.e.,

for  pages  consecutively  written  to  SSDs,  the  likeness

of accessing them simultaneously later. Fig.5 summa-

rizes  the  results  showing  spatial  locality  in  different

applications.  For  example,  80%  pages  that  are  writ-

ten  consecutively  are  accessed  (i.e.,  read  or  written)

simultaneously  at  a  later  time.  This  result  motivates

our design of page-level data interleaving for mitigat-

ing  read  and write  amplification  and improving  SSD

read performance.
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Fig.5.  Read locality across workloads[11].
 

With  the  above  motivational  method,  this  paper

aims  to  resolve  these  technical  difficulties,  including

1)  how  to  decide  whether  the  data  in  the  request

queue needs to be interleaved or not; 2) how to allo-

cate the page with a specific type and reduce the read

and write amplification further. The detail of the pro-

posed strategy is presented in Section 3. 

3    Details of DIR-Enable FTL

In  this  section,  we elaborate  on the DIR scheme.

When  an  I/O  request  arrives  at  the  host  interfaces,

the  HIL  splits  it  into  multiple  page-sized  sub-re-

quests sent to the FTL. We assume LDPC is applied

to each page to improve data reliability.

DIR is designed to exploit access locality to miti-

gate the long read latency when reading MSB device

pages  from  aged  SSDs.  It  interleaves  the  data  from

any two consecutive pages  and writes  those pages  in

two different device pages. These device pages are of

different  types,  i.e.,  LSB/MSB  pages,  LSB/CSB

pages,  or  CSB/MSB  pages.  The  interleaving  helps

mitigate  the  RBER  at  the  page  level  such  that  the

number  of  read  retries  can  be  effectively  reduced  at

read  time,  which  greatly  improves  the  read  perfor-

mance of aged SSDs. We also design a novel page in-

terleaving-friendly  page  allocation  scheme  to  assist

the  read  procedure  of  the  logic  page  residing  in  two

physical pages, which consists of two strategies: 1) to

assign the page with a specific type, we design novel

plane  organization  and  employ  relaxing  program  or-

der;  2)  to  alleviate  read  amplification,  we  design  an

enhanced  multi-plane  command,  which  introduces  a

dedicated peripheral circuit for each block to free the

restrictions  of  conventional  multi-plane  command.

This  scheme  bases  on  enhanced  multi-plane  com-

mand  to  support  reading  two  pages  with  different

page  types  in  parallel.  By  utilizing  this  scheme,  the

read  amplification  induced  by  page  interleaving  is

ameliorated further, but the utilization ratio of multi-

plane command increases. Fig.6 shows the design ar-

chitecture of our proposed scheme.
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The page interleaving module[11] and page assign-

ment module are implemented inside FTL. Before the

IO  scheduler  delivers  the  requests  to  the  flash  back-

end,  DIR exchanges  the data of  two pages  from two

consecutive sub-requests segment by segment with the

page interleaving module. Besides these two pages are

written into two planes in one die with enhanced mul-

ti-plane  command with the  page assignment module.

The  un-interleaved  sub-request  is  written  in  the  sin-

gle-plane region with the page assignment module. 

3.1    Interleaving Data from Write Requests

When  these  coming  write  requests  are  queued  in
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the  device  IO  queue  for  servicing  in  the  next  stage,

FTL  splits  each  request  into  page-size  sub-requests

and  decides  which  sub-requests  are  pre-processed  by

the  page  interleaving  technology.  The  former  sub-re-

quests  are  programmed  into  the  multi-plane  regions,

where they store the interleaved data. The left sub-re-

quests  are  programmed  into  the  single-plane  regions

used  as  the  normal  plane  in  SSD.  Note  that  FTL

maintains  the  logic  space  of  the  multi-plane  regions.

The DIR scheme organizes the data from consecutive

write  sub-requests  in  an interleaving way.  It  consists

of  two  components,  i.e.,  sub-requests  grouping  and

device  page  assignments. Algorithm 1 depicts  the

main procedure[11].

Algorithm 1. Interleaving  Write  Request  in  DIR
Scheme[11]

WQRequire: : the write request delivered by host

subWQ WQRequire: : the sub-requests of 

subWQ← split_request(WQ)1:  

HWQ2:   : grouped sub-requests

NWQ3:   : free sub-requests

HWQ,NWQ← group(subWQ)4:  

sub ∈ HWQ5:   for each  do

assign_page(sub)6: 　　

interleave_data(sub)7: 　　
8:   end for

sub ∈ NWQ9:   for each  do
assign_random(sub)10:     

11: end for

Step 1: Grouping  Sub-Requests. The  DIR scheme

traverses the sub-requests split from the same I/O re-

quest and groups any two sub-requests with adjacent

LPNs. The sub-requests in the same group are to be

written  to  two  different  types  of  device  pages.  We

adopt the heuristics of using adjacent LPNs while the

high-level  semantic  information  may  further  improve

access locality. We always place two sub-requests in a

group so  that  if  the  number  of  sub-requests  is  not  a

multiple  of  2,  the  remaining  one  sub-request  is  left

without being placed in any group. The sub-requests

in  groups  and the  sub-requests  not  in  any group are

referred  to  as  grouped  sub-requests  and  free  sub-re-

quests, respectively.

DIR only  interleaves  the  data  from grouped sub-

requests.  Given  one  group,  DIR  saves  one  second  of

each grouped sub-request on the LSB/MSB/CSB de-

vice page and the left one second is saved on the oth-

er  pages.  One  device  page  contains  one-second  data

from  each  grouped  sub-request.  As  we  discuss  next,

the LSB, CSB, and MSB device pages are from differ-

ent blocks. By interleaving only grouped sub-requests,

DIR  avoids  write  amplification  by  introducing  extra

write  sub-requests.  Writing  free  sub-request  remains

the same as that in the baseline (i.e., single-plane re-

gions).

Step 2: Device Page Assignment. DIR assigns the

interleaving data in one group to two different types

of  device  pages  in  blocks  from  two  different  planes.

The  detailed  page  allocation  scheme  for  grouped

pages is  presented in Subsection 3.2.  For free  sub-re-

quests, i.e., those not grouped, we first assign LSB or

CSB pages so that their response time is short. 

3.1.1    Writing Sub-Requests with Update

Operation

For the page written by free sub-requests, we on-

ly invalidate the page and assign another new page to

the new coming sub-requests. While for updating the

page  written  by  grouped  sub-requests,  the  reference

count  of  the  page,  which  is  initialized  to  2,  is  sub-

tracted  by  1  each  time,  and  the  page  is  invalidated

when the reference  count  is  0.  This  scheme does  not

influence  the  procedure  of  wear  leveling  and garbage

collection. 

3.1.2    Generating Dummy Read Sub-Requests

i i+ 1

i i+ 1

The  page-sized  data  written  by  free  sub-requests

stored  on  a  physical  page  can  be  read  using  the  de-

fault  method.  While  for  the  page-sized  data  written

by grouped sub-requests which are distributed on two

pages, it is necessary to deliver two sub-requests gen-

erated by the host  and FTL to read and decode the

data.  The  DIR  scheme  is  host-transparent,  and  the

host is unaware that the data in some LPN is kept on

two  different  pages,  and  FTL  needs  to  generate  an-

other one read sub-request with the request delivered

by  the  host.  For  simplicity,  we  refer  to  the  read  re-

quest  generated  by  FTL  as  the  dummy  sub-request.

The flag of the LPN in the mapping table is used to

indicate  whether  it  requires  two  read  sub-requests.

Fig.5 shows  the  locality  among  requests  in  those

workloads  released  by  Microsoft[22, 23].  As  a  result  of

the  locality  of  the  read  requests,  the  dummy  read

sub-requests may replicate with the other free sub-re-

quests. For example, the host sends a read request to

read  the  data  ranging  from  LPN  to .  In  the

best conditions, the data of LPN  and  is writ-

ten  by  the  grouped  sub-requests  in  the  same  group.

FTL  generates  an  extra  dummy  read  sub-request  to
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i

i+ 1

i i+ 1

read the data of LPN  along with the original sub-re-

quest, the same as reading the data of LPN . In

all, four sub-requests will be generated to read the da-

ta from LPN  to , but two of the four requests

replicate  each  other.  As  a  result,  this  method  im-

proves read performance with no read amplification. 

3.2    Page Interleaving-Friendly Page

Allocation Scheme

In Subsection 3.1,  we  present  how  to  interleave

data from write requests, and we discuss a novel page

organization  scheme  in  this  subsection.  This  subsec-

tion introduces how to depict the building of DIR-en-

able FTL. We make some modifications ranging from

the FTL layer to the hardware layer. Firstly, to meet

the  requirement  of  assigning  the  suitable  page  type,

we split the NAND flash into two parts, namely, mul-

ti-plane  region  and  single-plane  region.  The  former

maintains  the  write-point  enabling  to  assign  a  page

with  any  type  for  grouped  write  sub-requests.  The

latter is used as the normal plane, storing for the free

sub-requests.  Secondly,  we  redesign  the  hardware  of

implementing  multi-plane  command,  which  allows

block/page  in  the  paired  plane  not  to  be  equal.  The

proposed  multi-plane  command  can  read  out  the  in-

terleaved pages in parallel. 

3.2.1    Constructing Multi-Plane Region and

Single-Plane Region

The construction of the multi-plane region aims to

assign  desired  pages  for  grouped  sub-requests  as  the

conventional  FTL does  not  support  page  type  aware

allocation.  We pick  up any two planes  in  one  die  to

construct the multi-plane regions. The partition of the

two  regions  depends  on  the  workloads.  If  the  work-

loads are suitable for employing the page interleaving

technology,  the  number  of  multi-plane  regions  could

be  increased  dynamically  and  the  number  of  single-

plane  regions  is  decreased  accordingly.  Additionally,

the  multi-plane  should  be  distributed  on  all  the  die

evenly to exploit the parallelism. For large write-dom-

inated workloads, DIR-enable FTL redirects most re-

quests  into  multi-plane  regions,  and  the  multi-plane

regions are used up quickly. For small write-dominat-

ed  workloads,  more  requests  are  located  in  a  single

plane  region.  Based  on  this  condition,  we  split  the

plane resource dynamically. In the initial stage, only a

few planes are set to be multi-plane regions. 

3.2.2    Relaxing Program Sequence

The strict program order within blocks in the con-

ventional  TLC  SSD  design  is  necessary  to  minimize

the  inter-page  (inter-cell)  program  interference  by

guaranteeing that a fully programmed word-line is in-

terfered  with  by only  one  adjacent  page.  DIR-enable

FTL  requires  the  combination  of  any  two  pages  in

different types to store the interleaved data. However,

the conventional program order does not meet the re-

quirement  as  shown  in Fig.7(a).  It  must  follow  the

following constraints to suppress the program interfer-

ence,  and these pages in each block are programmed

in  the “Z” mode.  To  allocate  a  specific  page  type,

DIR-enable FTL employs a relax program order with

ignorable  program  interference[24] as  shown  in

Fig.7(b). All the LSB/CSB/MSB pages in a block can

be  sequentially  written  one  by  one.  We split  the  us-

age  of  a  block  into  three  stages,  referred  to  as  LSB-

block, CSB-block, and MSB-block.
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Fig.7.   Program order  comparison.  (a)  Default  program order.
(b) Employed program order.
 

Noted  that  only  multi-plane  regions  employ  this

relax program order. For servicing the write requests,

the multi-plane regions maintain several active blocks

in each plane. The difference between the two active

blocks is that they are in different stages. Let us take

an  example  to  illustrate  this  procedure  as  shown  in

Fig.8.  At  some  point,  block  0  in  plane  0  uses  up  all

the LSB pages and then assigns the CSB page, while

block  1  in  plane  1  starts  to  assign  its  MSB  page.

Block 0 and block 1 are combined with each other to

store  the  interleaved  data  from  group  sub-requests.

Therefore,  DIR-enable  FTL  operates  block  0  and

block  1  in  parallel  with  the  help  of  enhanced  multi-

plane command. 
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3.2.3    Implementing Parallel Read in Multi-Plane

Regions

To implement the read/write of different pages in

one  multi-plane  command,  the  NAND  flash  requires

hardware  modifications  to  decouple  block  and  page

selection.  Considering  the  chip  area  overhead,  tradi-

tional  NAND  flash  vendors  make  planes  share  the

row address decoder in one die. Such a decoder-share

architecture requires the same page address for multi-

plane  operations. Fig.9 presents  the  conventional

components  in  a  die.  It  consists  of  NAND  flash  cell

arrays,  page  buffers,  and  other  peripheral  circuitry

(e.g.,  command  interface,  IO  logic).  The  blocks  are

grouped into two or more planes. Each plane owns a

dedicated page  buffer;  hence,  each plane  can operate

independently.  But  they  share  the  row  address  de-

coder, which denotes the block/page address, limiting

the  plane-level  parallelism.  A  basic  optimization  op-

portunity  is  to  trade  off  the  chip  area  and  perfor-

mance  improvement  from  plane-level  parallelism.  In

2D  planner  NAND  flash,  the  area  of  peripheral  cir-

cuitry is limited due to enlarging bit density. Consid-

ering the high bit density of 3D NAND flash, which is

1 000 times higher than that of 2D NAND flash[25], it

is  feasible  to  design  partial  dedicated  peripheral  cir-

cuitry  for  each  plane  in  one  die,  which  contains  the

row address decoder, the circuitry logic to control the

operation timing and input voltage separately, and so

on with reasonable area costs. This similar decoupled

WL design has presented in many recent studies[18–21].

In  their  design,  the  WL  of  QLC  NAND  flash  can

work in SLC/TLC/QLC mode and be read by multi-

plane command without any restriction. Additionally,

we  could  put  additional  dedicated  peripheral  circuit-

ry underneath the memory cell in the Z direction if it

is hard to add hardware in the same X/Y direction to

the  memory  cells[26].  Based  on  the  proposed  multi-

plane command, the pages in multi-plane regions can

be read in one read cycle, eliminating the read ampli-

fication issue. 

3.2.4    Garbage Collection and Wear Levelling

As the pages with the same offset may be invalid-

ed  together  or  invalided  separately,  the  GC  proce-

dure  in  multi-plane  regions  is  different  from  that  in

single-plane  regions.  After  the  multi-plane  regions

trigger  the  GC  operation,  the  pages  with  the  same

LPN are read out together; if the two pages are both

valid, then both two pages will be written into other

active  blocks  in  multi-plane  regions;  if  one  page  is

valid and the other one is invalid, then the data is re-

covered from two pages and written into single-plane

regions.  After  finishing  the  GC  operation,  the  FTL

mapping table also is modified.

The wear-out speed of the multi-plane region and

the  single-plane  region  depends  on  the  workloads.

DIR-enable  FTL  picks  up  the  plane  as  the  multi-

plane region in a round-robin way. Therefore the de-

fault wear-leveling algorithm still works as well. 

3.3    Overhead Analysis

Design  Overhead  of  Enhanced  Multi-Plane  Com-
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mand. The  area  overhead  mainly  comes  from  the

block-level  selector  and  the  page-level  selector  (extra

2%–3% area overhead),  which could be ignored[18, 26].

The  time  overhead  comes  from the  GC operation  in

the multi-plane region, which migrates data from two

blocks in two planes once compared with the normal

GC operation. The GC overhead comes from reading

out valid pages, writing valid pages to another block,

and erasing blocks. However, the overhead also can be

ignored  as  the  pages  in  multi-plane  regions  are  read

out  by  the  multi-plane  read  command.  Then  the

pages are programmed by the normal write command

or multi-plane command, and then the blocks also are

erased  by  the  multi-plane  erase  operation.  In  some

cases,  the  GC  in  multi-plane  regions  may  save  GC

overhead  as  it  could  reclaim  more  blocks  than  nor-

mal GC and reduces the frequency of GC[12].

×

×

Storage Overhead. Some LPNs are associated with

two  physical  pages,  i.e.,  the  data  of  some  LPNs  is

stored  in  two  different  physical  pages,  and  thus  the

mapping  table  of  the  FTL needs  to  trace  two  PPNs

for  some  specific  LPNs.  Taking  1  TB  SSD  with  the

4 KB page size as an example, the mapping table size

of conventional SSD is (1 TB/4 KB)  (4 B + 4 B) =

2 GB. For SSD with the DIR scheme, the maximum

size of the mapping table is (1 TB/4 KB)  (4 B +

4 B + 4 B) = 3 GB. The storage overhead of DIR in-

creases by 50% over the baseline, which only induces

an extra 0.9% storage capacity for 1 TB SSD; there-

fore  this  storage  overhead  is  negligible.  These  fre-

quently-used  entries  in  the  mapping  table  could  be

cached.  Other  studies[6] show  that  the  performance

impact is less than 1%, which can be ignored[6]. Oth-

erwise,  for  the  commercial  open-channel  SSD,  the

mapping table of FTL is stored in the server's memo-

ry.  The  memory capacity  may be  up to  hundreds  of

gigabytes, which is enough to cache all the entries in

the mapping table.

Time  Overhead. The  DIR  scheme  may  introduce

time  overhead  in  two  folds.  Firstly,  the  time  over-

head  comes  from  the  physical  address  lookup  of  the

mapping table. It takes only one step for DIR-enable

FTL to involve the mapping table and find out one or

more physical pages for a given logical address. In our

design,  the  entries  in  the  mapping  table  include  the

logic  address  and  the  corresponding  physical  pages;

therefore the lookup procedure costs the same time as

the  original  one.  The  page  allocation  scheme  assigns

one or more pages for given sub-requests, and thus it

costs  no  extra  time.  DIR-enable  FTL does  not  bring

extra time overhead compared with the default FTL. 

3.4    Feasibility  Discussions  for  High-Density

NAND Flash

As  high-density  NAND  flashes  (i.e.,  QLC/PLC)

have  been  designed  and  popularized  into  the  market

by vendors in recent years, the feasibility of the DIR

scheme in the high-density NAND flash is studied in

this subsection. In Section 3, we take the TLC NAND

flash as an example to illustrate how the DIR scheme

works.  The  main  idea  contains  two  folds— interleav-

ing  data  from  consecutive  logic  sub-requests  and

keeping  physical  pages  containing  parts  of  the  page-

sized  data  read in  parallel.  Compared with  the  QLC

NAND flash  or  others,  the  high-density  NAND flash

has more cell states to store more bits (i.e., four-page

types  exist  in  QLC).  To  employ  the  DIR  scheme  in

the  high-density  NAND  flash,  the  flash  chip  must

meet  two restrictions.  The skewed RBER must  exist

among  pages  in  one  WL;  therefore  DIR  can  utilize

this  characterization  to  disperse  one  logic  page  to

more than one physical page and achieve a low RBER

on  average;  otherwise,  the  high-density  NAND  flash

must  support  the  enhanced  multi-plane  command  in

the  hardware  layer,  and  the  SSD  employs  DIR-en-

able FTL to manage the NAND flash resource. To the

best  of  our  knowledge,  the  high-density  NAND flash

still  adapts  gray  code  and  the  ISPP  scheme  to  pro-

gram  the  NAND  flash  cell,  which  results  in  skewed

RBER  across  WL[19].  Otherwise,  some  vendors  have

already produced the QLC NAND flash with various

multi-plane  commands  similar  to  our  hardware

design[19–21].  Therefore,  we  argue  that  DIR-enable

FTL is practical to high-density NAND flash. 

4    Experimental Evaluation

In  this  section,  we  evaluate  our  proposed  scheme

against existing schemes in respect of IO performance,

overhead, and sensitivity on SSD with varied configu-

rations. 

4.1    Experimental Setting

To evaluate the effectiveness of the proposed DIR

scheme, we implement the DIR scheme based on SS-

Dsim, which has been validated against the hardware

platform[27]. In our experiments, the program and the

read  latency  of  LSB,  CSB,  and  MSB  pages  in  TLC

SSD are  adopted  from [10, 28]. Table 1 provides  the

detailed configuration of the TLC SSD.
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Workloads. We  use  the  enterprise  servers  traces

from  Microsoft  research  Cambridge[22, 23] to  evaluate

the  DIR  scheme,  as  shown  in Table 2.  These  work-

loads are widely used in previous studies[5, 12].

 
 

Table  2.    Statistics of Workloads

Trace Read/Write
Ratio

Avg. Read
(KB)

Avg. Write
(KB)

Interval
(ms)

HM_0 0.25 11.61 11.21 194.49

HM_1 0.97 18.15 22.86 513.11

PRN_0 0.11 26.55 13.93 120.29

PROJ_1 0.91 43.43 22.23 8.38

PROJ_3 0.90 15.03 30.14 439.71

PRXY_0 0.03 9.72 6.28 48.33

RSRCH 0.09 15.70 12.70 427.31

SRC2_0 0.14 12.64 11.02 418.94

SRC2_2 0.28 88.26 57.79 146.20

STG_0 0.23 33.56 12.69 273.72

USR_0 0.37 47.42 13.55 275.36

WDEV_0 0.20 16.57 12.11 528.09
 

In  this  subsection,  we  compare  the  following

schemes.

• NOAC[27].  This  scheme  disables  the  advanced

multi-plane  command  to  present  the  original  perfor-

mance as the baseline.

• AC[27]. This scheme enables the advanced multi-

plane  command  to  explore  the  potential  opportunity

to utilize the plane-level parallelism.

• Interleaving[11].  We  implement  the  interleaving

technology proposed in our conference paper[11] based

on AC. FTL groups any two successive write sub-re-

quests  (instead of  three  successive  write  sub-requests

in  the  original  paper[11] for  fairness)  in  the  request

queue greedy.

• DIR.  It  is  the  scheme  proposed  in  this  paper

adopting the page interleaving strategy and the page

interleaving-friendly  page  allocation  strategy  in  SSD-

sim. 

4.2    Experimental Evaluation

We  evaluate  the  DIR  scheme  by  measuring  the

average  response  time,  the  percentage  of  pages  that

benefit  from the  DIR scheme,  the  read  amplification

rate  relative  to  compared  schemes,  and  the  utiliza-

tion of plane-level parallelism, and studying its sensi-

tivity on SSD with varied configurations.

N

Page-Level  Read  Latency  Comparison. Before

measuring the response time of the SSD architecture,

we  first  study  our  proposed  scheme's  mean  latency

compared  with  the  default  page.  The  RBER  of

LSB/CSB/MSB  is  referenced  from  the  experimental

results[29].  The  mean  page-level  read  latency  of  re-

quests  with  varied  request  sizes  is  shown  in Fig.10.

We observe  that  DIR induces  increased  read latency

smoothly  when  the  NAND flash  has  few  errors  (i.e.,

RBER < 0.005, the same LDPC configuration in [3]),

as the read latency of interleaved pages is decided by

CSB/MSB pages in DIR while the LSB read still has

1/3  chance  to  be  read  in  the  baseline.  However,  the

read  latency  of  the  baseline  and  DIR  becomes  equal

to  each  other  when  the  request  size  increases.

When  SSD  becomes  aged,  the  mean  read  latency  of

DIR is reduced by 8%–33% compared with the base-

line. This result depicts that DIR achieves significant

performance improvement for page-level access.

Read Performance Comparison. Fig.11 shows the

normalized  read  response  time  among  the  NOAC,

AC,  interleaving,  and  the  DIR  scheme.  In  this  part,

we  only  compare  the  read  performance  of  the  aged

SSD.  For  aged  SSDs,  we  observe  large  performance

improvement over the baseline—19%–62% improvem-

ent  could  be  achieved.  Due  to  the  higher  locality,

workloads  such  as  HM_1,  PROJ_0,  SRC2_2,  USR_0

benefit  more  from the  DIR scheme.  We also  observe

39%, 41%, 62%, and 61% reduction in read response

time,  respectively.  For  SSDs  in  the  early  stage,  the

read response time increases by between 1% and 10%

across all the workloads, which is not presented in the

paper.  This  is  because  the  extra  dummy  read  re-

quests  cause a decline in read performance.  Read re-

quests only require few or no soft sensing at the early

stage so that  the performance benefits  from DIR are

negligible.

 

Table  1.    Configuration of TLC SSD

Parameter Value

Number of channels 8

Number of chips per channel 2

Number of planes per chip 2

Number of blocks per plane 768

Page size (KB) 4

µLSB read latency ( s) 60

µCSB read latency ( s) 90

µMSB read latency ( s) 120

Flash type TLC

Transfer latency (ns/byte) 3

µSense latency ( s) 24

Number of pages per block (KB) 4

Erase (ms) 3

µLSB write latency ( s) 900

µCSB write latency ( s) 1 200

µMSB write latency ( s) 1 500
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Write  Performance  Comparison. As  shown  in

Fig.12 compared  with  the  AC  and  interleaving,  the

write  performance  in  DIR  does  not  fluctuate  signifi-

cantly  except  HM_1  whose  read-write  ratio  is  97%.

When  the  RBER  increases  continuously,  the  decod-

ing time increases as well, and the write performance

is  sensitive  to  the  processing  time  of  read  requests.

Accordingly,  the  read  amplification  induced  by  DIR

also  worsens  the  write  performance.  Although  the

DIR scheme only interleaves the data of sub-requests

for  a  given  write  request  without  bringing  extra

writes, our proposed page allocation scheme allocates

two  pages  with  different  types  once,  and  the  worse

pages  determine  the  program  latency.  For  the  case

that  the  amount  of  read requests  is  larger  than that

of AC and NOAC, the extra read sub-requests can be

serviced  between  requests.  For  the  workloads  with

large  write  ratios,  e.g.,  SRC2_2,  we  observe  large

write performance degradation due to many read sub-

requests  targeting  on  the  same  die  and  holding  the

channel  for  a  long  time  (i.e.,  more  pages  are  inter-

leaved).

Read  Amplification  Analysis. Next,  we  evaluate

the read amplification in DIR. We compare the num-
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Fig.11.  Normalized read latency in aged SSD among these schemes.
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ber of read requests introduced by DIR across all the

workloads  and  summarize  the  results  in Fig.13.  DIR

introduces  3%–20%  (14%  on  average)  more  read  re-

quests.  We  can  see  that  HM_0  has  the  most  signifi-

cant  increase  in  the  number  of  read  requests,  and

SRC2_2  has  the  least  read  amplification.  This  is  be-

cause most read requests in HM_0 range in size from

1  KB  to  2  KB.  Its  read  amplification  factor  is  be-

tween 1 and 2, and the effectiveness is 0.75 for HM_0

as  mentioned above,  and thus  the  read amplification

factor is larger than the others. The average read re-

quest size of SRC2_2 is 88 KB, such that many read

sub-requests  replicate  each  other.  In  summary,  DIR

introduces extra reads but its impacts on the lifetime

and reliability are negligible.

Multi-Plane  Read  Analysis. To  explore  the  effec-

tiveness  of  DIR on  multi-plane  read,  we  have  statis-

tics  for  the  utilization  of  multi-plane  read. Fig.14

shows  the  percentage  of  multi-plane  read  to  all  read

operations  across  all  the  workloads.  As  more  pages

are  grouped  to  physical  adjacent  pages  in  interleav-

ing,  the  multi-plane  read  cannot  be  utilized  totally.

For AC, the pages are distributed across all the chan-

nels, chips, dies, and planes to exploit parallelism, and

thus  the  multi-plane  read  is  used  more  frequently

compared  with  interleaving.  Our  proposed  scheme

DIR  designs  the  multi-plane  friendly  page  allocation

strategy  so  that  its  multi-plane  utilization  could  be

the highest compared with both interleaving and AC

schemes.

Hybrid-Page  Read  Analysis. We  next  study  the

pages  being  interleaved  by  counting  the  number  of
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Fig.12.  Normalized write latency in aged SSD among these schemes.

 

1.6

1.2

0.8

0.4

0.0

H
M
_ 0

H
M
_ 1

P
R
N
_ 0

P
R
O
J
_ 1

P
R
O
J
_ 3

P
R
X
Y
_ 0

R
S
R
C
H

S
R
C
2
_ 2

S
R
C
2
_ 0

S
T
G
_ 0

U
S
R
_ 0

W
D
E
V
_ 0

A
ve

ra
ge

DIRACInterleaving

R
e
a
d
 R

e
q
u
e
st

A
m

p
li
fi
c
a
ti
o
n
 R

a
ti
o

Fig.13.  Normalized read amplification rate.
 

0.8

0.4

0.0

H
M
_ 0

H
M
_ 1

P
R
N
_ 0

P
R
O
J
_ 1

P
R
O
J
_ 3

P
R
X
Y
_ 0

R
S
R
C
H

S
R
C
2
_ 2

S
R
C
2
_ 0

S
T
G
_ 0

U
S
R
_ 0

W
D
E
V
_ 0

A
ve

ra
ge

DIRACInterleaving

M
u
lt
i-
P
la

n
e

U
ti
li
z
a
ti
o
n
 R

a
ti
o

Fig.14.  Multi-plane read utilization comparison.

94 J. Comput. Sci. & Technol., Jan. 2024, Vol.39, No.1



pages with and without interleaving data in the map-

ping  table. Fig.15 illustrates  the  percentage  of  the

pages  with  data  interleaving.  It  shows  that  nearly

33% of SSD pages can benefit from DIR, although in-

terleaving  achieves  more  interleaved  pages.  HM_1

achieves  the  highest  percentage  among  all  the  work-

loads  because  the  average  size  of  its  I/O  requests  is

approximately  twice  the  page  size.  On  the  contrary,

for  SRC2_0,  only  19%  of  pages  in  SSD  can  benefit

from the DIR scheme because the I/O request size in

SRC2_0 is either too small or too large. The efficien-

cy  is  relatively  low  with  most  request  sizes  being

68 KB or 2 KB.

Sensitivity  Analysis. In  this  part,  we  study  the

sensitivity  of  DIR  on  SSD  with  varied  parameters.

We first modify the number of planes in one die to be

2 and 4, respectively, to observe the performance fluc-

tuation, as shown in Fig.16. Compared with AC, DIR

still  achieves  about  18%  performance  improvements.

We also modify the page size from 4 KB to 8 KB to

study  the  impact  of  the  page  size  on  performance.

The result also indicates that DIR still achieves high-

er  performance  improvement  than  AC,  as  shown  in

Fig.17. 

5    Related Work

Many  studies  work  on  optimizing  read  perfor-

mance with LDPC in flash-based SSDs. They can be

categorized into three groups as follows.

BER Reduction. Zhang et al. proposed to dynami-

cally adjust the sensing voltages to reduce read laten-
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cy[30]. Wu et al. exploited the error modes of 3D TLC

NAND flash to optimize LLR information for further

enhancing  the  decoding  performance[31].  Zhang et  al.
proposed to integrate the decoding result of the LSB

page  into  the  initial  information  of  LDPC  decoding

for  the  MSB page  to  reduce  the  LDPC decoding  la-

tency of the MSB page in NAND Flash[32].  These re-

fresh methods[33–35] were proposed to periodically cor-

rect data with long retention and reprogram the data

into  new  blocks,  which  can  reduce  retention-induced

errors.

Flash  Sensing  Optimization. Zhao et  al.[3] pro-

posed to apply fine-grained levels in LDPC reads pro-

gressively. When the read with a lower level fails, the

next level  with several  extra read voltages  is  applied

for  flash  sensing[3].  Tokutomi et  al. proposed  AEP-

LDPC,  which  considers  the  effects  of  program  dis-

turb, data retention, and floating-gate capacitive cou-

pling,  to  reduce  the  times  of  decode  iterations[36].  Li

et al. proposed a smart sensing level placement scheme

to reduce the LDPC decoding latency[37].  In order to

read out correct data with BCH codes, Cai et al. pro-

posed to record the optimal threshold voltages of the

last programmed page in each block[38]. Peleato et al.
proposed  a  mathematical  model  based  on  the  read

voltages  in  the  last  read  to  estimate  the  appropriate

read voltages of the current read adaptively[39].

LDPC  Decoding  Algorithm  Optimization. Zhao

et al. exploited intra-cell error characteristics to speed

up LDPC decoding by reducing overall error probabil-

ity  and  decoding  latency[9].  REAL  incorporates  nu-

meric-correlation characteristics of different error pat-

terns in both the MSB page and the LSB page of the

MLC flash into the message-passing process of the de-

coding[40].  Aslam et  al. proposed  a  two-round  LDPC

decoding  process  by  reusing  the  read-back  voltages

and the decoded results for flash cells from retention-

induced  failure,  which  can  further  improve  read  per-

formance[41]. 

6    Conclusions

This  paper  proposed  the  DIR  (Dynamic  Request

Interleaving) scheme that exploits the unbalanced bit

error rate among LSB, CSB, and MSB pages in TLC

SSD and the locality in requests to improve read per-

formance.  A  page  interleaving-friendly  page  alloca-

tion scheme was also proposed to utilize the plane-lev-

el  parallelism to speed up read operation to alleviate

the  read  amplification  issue.  Experimental  results

showed  that  DIR  can  improve  read  performance  by

43% compared with the existing aged SSD. As zoned

namespace (ZNS) SSD has become popular  in recent

studies,  it  restricts  applications  to  writing  data  into

distinct  zones  sequentially.  We  will  try  to  study  the

DIR scheme on ZNS SSDs and solve the possible po-

tential issues facing the novel write mode of ZNS SS-

Ds. 
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