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Abstract    Author name disambiguation (AND) is a central task in academic search, which has received more attention

recently accompanied by the increase of authors and academic publications. To tackle the AND problem, existing studies

have proposed various approaches based on different types of information, such as raw document features (e.g., co-authors,

titles, and keywords), the fusion feature (e.g., a hybrid publication embedding based on multiple raw document features),

the local structural information (e.g., a publication's neighborhood information on a graph), and the global structural in-

formation (e.g., interactive information between a node and others on a graph). However, there has been no work taking

all the above-mentioned information into account and taking full advantage of the contributions of each raw document fea-

ture for the AND problem so far. To fill the gap, we propose a novel framework named EAND (Towards Effective Author

Name Disambiguation by Hybrid Attention). Specifically, we design a novel feature extraction model, which consists of

three hybrid attention mechanism layers, to extract key information from the global structural information and the local

structural information that are generated from six similarity graphs constructed based on different similarity coefficients,

raw document features, and the fusion feature. Each hybrid attention mechanism layer contains three key modules: a local

structural perception, a global structural perception, and a feature extractor. Additionally, the mean absolute error func-

tion in the joint loss function is used to introduce the structural information loss of the vector space. Experimental results

on two real-world datasets demonstrate that EAND achieves superior performance, outperforming state-of-the-art meth-

ods by at least +2.74% in terms of the micro-F1 score and +3.31% in terms of the macro-F1 score.

Keywords    author  name disambiguation, multiple-feature  information, hybrid  attention, pruning  strategy, structural

information loss of vector space

 
 

1    Introduction

Over the past decade, we have witnessed the un-

precedented  growth  of  academic  digital  records[1, 2].

For instance, an estimation published in 2008 present-

ed that there are more than 271 million publications,

133  million  scholars,  and  754  million  citations  on

AMiner[3].  These  numbers  are  significantly  surpassed

by  those  on  Google  Scholar,  Digital  Bibliography  &

Library Project (DBLP), and Microsoft Academic[4, 5].

While  the  rapid  development  of  academic  digital

databases has indeed brought great convenience to re-

searchers,  it  has  also  introduced  novel  problems.

Specifically,  when  searching  for  publications  in  these

databases,  an  author's  personal  name,  intended  to

identify  a  certain  individual,  is  often  used  as  a  key-

word. However, different authors may have the same

or  similar  names,  and  one  author  may  use  different
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spellings  or  name  variants  in  the  real  world.  Such

phenomena  lead  to  the  author  name  disambiguation

(AND)  problem,  also  referred  to  as  object

distinction[6] and  name  identification[7].  This  problem

can cause  inconvenience  in  data  mining  communities

and academic  information  retrieval[8, 9].  For  instance,

an online search in DBLP for “Michael Jordan” may

yield  profiles  of  professors  from  UC  Berkeley,  Ger-

many  Helmut  Schmidt  University,  Glasgow  Caledo-

nian  University,  and  other  institutions.  This  has  be-

come a common problem across various online digital

databases.  Making  the  matter  worse,  the  growth  of

publications  and researchers  shows an unprecedented

increase in recent years. As a result of the aforemen-

tioned  cases,  the  AND  problem  has  become  an  ur-

gent and pressing task[10].

The goal  of  AND is  to split  a set  of  publications

under  the  same  author  name  into  several  disjoint

groups, where each group represents publications pub-

lished by a unique person[11–13].  In this domain, dedi-

cated  researchers  have  made  significant  efforts,  and

various  communities  have  proposed  numerous  meth-

ods[11].  The  existing  methods  roughly  utilize  the  fol-

lowing  four  types  of  information,  such  as  raw  docu-

ment features (e.g., co-authors, titles, and keywords),

the  fusion  feature  (e.g.,  a  hybrid  publication  embed-

ding  based  on  multiple  raw  document  features),  the

local  structural  information  (e.g.,  a  publication's

neighborhood information on a graph), and the glob-

al  structural  information  (e.g.,  the  interactive  infor-

mation  between  a  node  and  others  on  a  graph).  For

instance,  some methods  employ the  fusion feature  to

generate the context embedding and extract the glob-

al  structural  information[11, 12],  or  directly  disam-

biguate author names based on this feature[13–15]. Oth-

er  studies[16–18] utilize  raw document  features  to  con-

struct  similarity  graphs  and  extract  the  local  struc-

tural  information  based  on  these  graphs  to  model

high-order  connections  capturing  publications'  neigh-

borhood information. In general, existing studies have

made significant contributions to author name disam-

biguation,  but  they  still  suffer  from  the  following

challenges.

• On the one hand, they merely utilize a part of

features and have not effectively addressed the issue:

missing  of  raw document  features  (MRDF)[19],  which

refers to the phenomenon that some publications con-

tain  only  certain  raw  document  features,  such  as  ti-

tles and co-authors, while other features (e.g., venues

and keywords) are missing. By the way of illustration,

the methods[11, 12, 14, 15] which are developed based on

the  fusion  feature  and  the  global  structural  informa-

tion, cannot capture a publication's neighborhood in-

formation, due to the absence of local structure infor-

mation.  The  studies[16–18] relying  on  raw  document

features and the local structural information have en-

countered the MRDF issue. The issue poses a signifi-

cant challenge in measuring pairwise publication simi-

larity using raw document features and extracting the

local structural information from them[19].  Particular-

ly, this issue significantly impacts [16] and [18], which

exclusively  depend  on  the  local  structural  informa-

tion extracted from graphs built upon raw document

features.  While  [17]  considers  the  fusion  feature,  the

local  structural  information,  and  raw  document  fea-

tures,  it  overlooks  the  global  structural  information

used  to  further  precisely  measure  the  similarity  be-

tween two publications from a global perspective.

• On the  other  hand,  none of  the  existing  meth-

ods takes full  advantage of  the contributions of  each

raw document feature. We illustrate this in detail by

dividing  the  existing  studies  into  three  categories.  In

the first category of studies, researchers propose a set

of  carefully  designed  heuristics  and  similarity  func-

tions, which utilize each raw document feature to gen-

erate a weighted sum of similarities. By doing so, these

methods can effectively exploit such differences in the

contributions  of  each  raw  document  feature[13, 15, 20].

However,  these  studies  do  not  consider  the  issue:

scale-difference  of  raw  document  features  (SRDF).

SRDF  refers  to  the  phenomenon  that  some  publica-

tions have many words in one raw document feature,

while others have only a few words. For example, giv-

en  the  raw  document  feature “Co-author”,  [21]  has

two co-authors, while [22] has seven co-authors. This

phenomenon  brings  a  great  challenge  for  quantifying

the  similarity  between  publications  with  raw  docu-

ment features. The studies in the second category on-

ly  utilize  strong  discriminative  features  selected  by

humans  (e.g.,  co-authors)  for  disambiguation[16, 18].

Notably, to address the AND problem, the work[18] di-

vides publications into small blocks based on the dis-

criminative  author  attribute  (i.e.,  affiliations).  It  fur-

ther exploits semantic information by using attention

mechanisms  and  meta-paths  on  a  heterogeneous

graph  constructed  by  publications,  authors,  topics,

and venues. However, the work[18] only focuses on cer-

tain  raw  document  features,  overlooking  the  MRDF

and SRDF issues. Consequently, the utilization of the

multi-view  attention  mechanism  designed  by  [18]  to
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capture  meta-path  significance  does  not  effectively

leverage the contributions of each raw document fea-

ture to address the AND problem. In addition, stud-

ies  in the third category[11, 17, 19] adopt the most raw

document features, but similar to the previously men-

tioned methods, they also ignore the contributions of

each raw document feature to the AND problem.

1

1

To overcome the challenges of the existing studies,

we  propose  a  unified  framework  named  EAND  (To-

wards Effective Author Name Disambiguation by Hy-

brid  Attention),  where  all  types  of  feature  informa-

tion  are  taken  into  account  and  a  hybrid  attention

mechanism  is  developed.  Specifically,  the  proposed

framework EAND consists of the following four com-

ponents. 1) We construct five similarity graphs based

on five raw document features (i.e., co-authors, affilia-

tions,  venues,  titles,  and  keywords)  to  generate  the

global  structure information.  2)  We extract  the local

structure  information  from  the  fusion  feature,  en-

abling a more comprehensive representation of a pub-

lication.  This  is  because  the  fusion  feature  contains

the  interaction  information  between  raw  document

features in one publication, which can robustly quan-

tify  the  similarity  of  pairwise  publications[12].  3)  We

design  a  novel  feature  extraction  model  (EX)  that

captures the influence between multiple  types of  fea-

ture information, aggregates these features, takes full

advantage of the contributions of each raw document

feature, and extracts the key information required for

addressing  the  AND problem.  Note  that  EX is  com-

posed  of  three  hybrid  attention  mechanism  layers

with  a  residual  block.  Each  hybrid  attention  mecha-

nism  layer  comprises  three  key  modules,  i.e.,  a  local

structural  perception,  a  global  structural  perception,

and  a  feature  extractor.  4)  A  decision  model  (DI)  is

developed to determine whether two publications be-

long  to  a  unique  author.  In  this  model,  the  triplets

composed of pairwise nodes' embeddings and the cor-

responding edges' embeddings are fed into a multilay-

er  perceptron  (MLP).  Furthermore,  our  framework

employs  a  joint  loss  function  including  the  log-likeli-

hood  loss  function  (Cross-Entropy-Loss)  and  the

mean  absolute  error  function  (L -Loss)  for  training.

Note that here L -Loss serves to introduce the struc-

tural  information  loss  of  the  vector  space,  which  en-

courages the vectors of positive pairs to be closer than

those of negative pairs in the vector space.

Our main contributions are outlined as follows.

• We propose a unified framework EAND, where

multiple  types  of  feature  information  are  taken  into

account and the contributions of  each raw document

feature are used sufficiently, with the goal of address-

ing the AND problem more effectively.

•

1

 We  design  a  novel  generating  strategy,  which

extracts  the  local  structure  information  from  the  fu-

sion  feature  and  extracts  the  global  structural  infor-

mation  from  raw  document  features,  to  solve  the

MRDF issue to a certain extent. To tackle the SRDF

issue,  we  improve  the  traditional  similarity  coeffi-

cients.  Our  framework  incorporates  a  novel  feature

extraction  model  comprising  three  hybrid  attention

mechanism layers that capture the influence between

multiple types of feature information, aggregate these

features,  and  fully  utilize  the  contributions  of  each

raw document feature. Moreover, L -Loss in the joint

loss function is applied to introduce the structural in-

formation loss of the vector space.

• The  experimental  results,  based  on  two  real

world  datasets,  demonstrate  the  superiority  of  the

proposed  framework  EAND  over  state-of-the-art

methods.

Compared  with  the  conference  version[19] of  this

work, we make the following improvements.

• To tackle the AND problem more effectively, we

develop  a  novel  framework  EAND to  learn  and take

full advantage of the contributions of each raw docu-

ment  feature.  Specifically,  a  hybrid  attention mecha-

nism layer in EAND is designed to utilize the contri-

butions of each raw document feature and extract the

key information essential for resolving the problem.

• In  addition  to  considering  the  MRDF  phe-

nomenon,  we  also  consider  the  SRDF  phenomenon.

To effectively quantify the similarity of pairwise pub-

lications, we improve the traditional similarity coeffi-

cients.

•
1

 In the loss function, we introduce the structural

information  loss  of  the  vector  space  using  L -Loss,

which  encourages  the  vectors  of  positive  pairs  to  be

closer than those of negative pairs in the vector space.

Our codes are publicly available on GitHub①.

This  paper  is  organized  as  follows. Section 2

presents the formulation of the AND problem and the

definition  of  similarity  graph. Section 3 discusses  the

solution  for  the  AND  problem.  Performance  evalua-

tion results and comparative analysis are given in Sec-

tion 4. Section 5 describes related work. In Section 6,

conclusions and future work are discussed. 
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2    Preliminaries
 

2.1    Problem Definition

α P α = {pα
1 , . . . , p

α
N}

N α

pα
i ∈ P α

pα
i = {x1, x2, . . . , xK} K

xi

Ψ(pα
i , p

α
j ) pα

i pα
j

pα
i pα

j

Ψ(pα
i , p

α
j ) = 1

Ψ(pα
i , p

α
j ) = 0

α

pα
i → pi

For a given author name , let 

represent  a  set  of  publications  associated  with ,

where  is a publication that contains a series

of  raw  document  features,  denoted  as

.  Here,  is  the  number  of  raw

document  features  and  is  the  information  of  the

raw document feature, such as co-authors, affiliations,

titles,  keywords,  or  venues.  Moreover,  we  use

 to  describe  whether  and  have  the

same identity or  not[11].  More precisely,  if  and 

have the same identity, we have ; other-

wise, we have . Notably, we omit the su-

perscript  in the following description if there is no

ambiguity  (e.g., ).  Prior  to  formulating  the

problem  of  author  name  disambiguation  (AND),  we

introduce some relevant concepts as follows.

Missing  of  Raw  Document  Features (MRDF).

This phenomenon is that some publications only have

a part of raw document features such as titles and co-

authors, while other features (e.g., affiliations, venues,

and keywords) are missing[19].

Scale-Difference  of  Raw  Document  Features
(SRDF).  This  is  the phenomenon that some publica-

tions have many words in one raw document feature,

while others have only a few words. For example, giv-

en  the  raw  document  feature: “Co-author”,  [21]  has

two co-authors, while [22] has seven co-authors.

Contributions  of  Each  Raw  Document  Feature.
Each raw document feature exhibits different discrim-

inative  capabilities[19, 20] and  contributes  uniquely  to

the AND problem. We formulate it as follows:
 

KI =
K∑

m=1

am ×KIxm
,

KIxm
m

am

m

KI

where  is the information of the -th raw docu-

ment  feature  such  as  co-authors,  affiliations,  titles,

keywords,  or  venues,  is  the  weight  which  repre-

sents  contributions  of  the -th  raw  document  fea-

ture,  and  is  a  weighted  sum  of  contributions  of

each raw document feature and represents the key in-

formation for dealing with the AND problem.

Θ

Disambiguating  Function.  The  disambiguating

function  is shown as follows:
 

Θ = {EX,DI},

where EX is  a  feature  extraction  model  including  a

KI

KI

hybrid  attention  mechanism  layer,  which  considers

the  phenomenon:  MRDF and SRDF, and the  contri-

butions of each raw document feature, to extract 

for  the  AND  problem, DI is  a  decision  model  pro-

posed based on the extracted  for disambiguation.

P = {p1, . . . , pN} α

Θ P

Problem  Formulation.  Given  a  publication  set

 associated with the author name ,

author name disambiguation aims at finding the func-

tion  to  partition  into  a  set  of  disjoint  clusters

based  on  multiple  types  of  feature  information  (i.e.,

raw  document  features,  the  fusion  feature,  the  local

structural  information,  and  the  global  structural  in-

formation)  and  the  contributions  of  each  raw  docu-

ment feature, i.e.,
 

Θ(P ) → C = {c1, c2, . . . , ck},

C ck k

∀(pi, pj) ∈ ck × ck,Ψ(pi, pj) = 1

∀(pi, pj) ∈ ck × ck′ , k ̸= k′,Ψ(pi, pj) = 0

where  is the set of disjoint clusters,  is the -th

cluster  that  only  contains  publications  of  the  same

identity,  i.e., ,  and  dif-

ferent clusters contain publications of different identi-

ties, i.e., . 

2.2    Similarity Graph

P = {p1, p2, . . . , pN}
α

Gx = (D,E, x, Sx, w) D E

Di ∈ D

pi Eij ∈ E

pi pj

x

Sx

x wij

pi pj Sx

pi pj

x x

wij

Eij = wij = Eji = wji

Eii = wii

Gco−author Gaffiliation

Gtitle Gkeyword Gvenue Gfusion

Given a  publication set  asso-

ciated with the author name , we construct a simi-

larity graph , where  and  are

sets of nodes and edges in the graph, respectively. In

detail,  is  a  node  and  represents  the  publica-

tion .  is  an  edge  and  represents  that  two

publications  and  have a certain degree of  simi-

larity.  The  feature  is  the  information  of  one  raw

document  feature  (e.g.,  co-authors  or  affiliations)  or

the  fusion  feature.  is  the  similarity  function  to

quantify the similarity of pairwise publications based

on the feature .  The weight  is  the similarity  of

pairwise publications  and  calculated by , and

if pairwise publications  and  do not have the fea-

ture  or the intersecting set based on the feature ,

the weight  is  0.  The similarity graph is  an undi-

rected  weighted  graph,  i.e., .

Each node has a self-loop, which is an edge that con-

nects  a  vertex  to  itself,  i.e., .  Note  that,  we

construct six similarity graphs, i.e., , ,

, , ,  and  based  on  five  com-

mon raw document features and the fusion feature. 

3    Proposed Framework

An overview  of  our  proposed  framework,  EAND,

is illustrated in Fig.1. To be specific, we first describe
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how the similarity of pairwise publications is estimat-

ed using multiple types of similarity coefficients based

on  raw  document  features  and  the  fusion  feature.

Then,  five  raw  document  feature  graphs  used  to  ex-

tract  the global  structural  information are construct-

ed based on co-authors, affiliations, venues, titles, and

keywords.  Next,  we  construct  the  fusion  feature

graph, which is utilized to extract the local structural

information. After that, we introduce how the feature

extraction  model  (EX)  aggregates  multiple  types  of

feature  information and extracts  the  key information

for disambiguation. Finally, the decision model (DI) is

employed to convert the AND problem into a binary

classification between each publication pair. 

3.1    Similarity  Coefficients  and  Similarity  of

Pairwise Publications

P = {p1, . . . , pN} α

Zx = {zx
1 , . . . , z

x
κ}

x zx
i

Zx x

Following previous  work[13, 15, 20],  we  use  multiple

types of similarity coefficients to quantify the similari-

ty between pairwise publications,  with improvements

made specifically to address the SRDF issue. To pro-

vide  a  comprehensive  explanation,  we  commence  by

introducing  relevant  notations.  Following  that,  we

present  the  definitions  of  similarity  coefficients  and

subsequently formulate the concept of pairwise publi-

cation  similarity.  Formally,  given  a  publication  set

 associated with the author name ,

 is the set of words based on the fea-

ture  in  these  publications,  where  each  word  in

 is not repetitive and  is one of the five raw docu-

ment features (i.e., co-authors, affiliations, venues, ti-

pi pj Zx
i ⊂ Zx Zx

j ⊂ Zx

pi pj x

Sim(pi, pj)
x

pi pj Zx
i Zx

j

Zx
i ∩ Zx

j = ∅

tles,  or  keywords)  or  the  fusion  feature.  Given  two

publications  and ,  and  are the

word sets of  and  based on , respectively. In ad-

dition,  is used to denote the similarity of

pairwise publications  and  based on  and ,

and it is set to 0 on condition that .
 

3.1.1    IDF or TF-IDF Based Similarity

Coefficient

Y x = {yx
1 , y

x
2 , . . . , y

x
κ}

Zx yx
i

zx
i

Ỹ x = {ỹx
1 , ỹ

x
2 , . . . , ỹ

x
κ}

Y x

Zx
i ∩ Zx

j

pi pj

Compared with MFAND[19], we introduce a penal-

ty factor into the similarity coefficient based on IDF

or  TF-IDF  to  mitigate  the  influence  of  SRDF.  For-

mally,  let  be  the  set  of  the

weight of the words in , where  calculated based

on  IDF  or  TF-IDF  is  the  weight  of  the  word .

 is the normalized representation

of . The sum of the normalized weight of the words

in the set  is utilized to denote the similarity

between two publications  and , and we formalize

it as follows:
 

Sim(pi, pj)
x
1 =

∑
zx
m∈(Zx

i ∩Zx
j )

ỹx
m × ϵ,

ϵ =

√
|Zx

i ∩Zx
j |

|Zx
i ∩Zx

j |
,

(1)

ỹx
m zx

m

| · | ϵ

where  is  the  normalized  weight  of  the  word ,

 is the length of a set, and  is a penalty factor.
 

3.1.2    Jaccard-Based Similarity Coefficient

The  similarity  coefficient  of  pairwise  publications
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quantified based on the improved Jaccard is given as:
 

Sim(pi, pj)
x
2 =

|Zx
i ∩ Zx

j |
2×min(|Zx

i |, |Zx
j |)− |Zx

i ∩ Zx
j |
. (2)

 

3.1.3    Dice-Based Similarity Coefficient

The  improved  Dice-based  similarity  coefficient  of

pairwise publications is defined as:
 

Sim(pi, pj)
x
3 =

|Zx
i ∩ Zx

j |
min(|Zx

i |, |Zx
j |)

. (3)

 

3.1.4    Word2Vec-Based Similarity Coefficient

Y x = {yx
1 ,y

x
2 , . . . ,y

x
N}

P = {p1, p2, . . . , pN} x yx
i

i pi

For  some  raw  document  features  (e.g.,  titles  and

abstracts) that contain semantic information, we first

utilize  Word2Vec  to  embed  them.  Specifically,  let

 be  the  embedding  set  of

 based on the feature , where 

is the embedding of -th publication . We estimate

the similarity  of  pairwise  publications  using both co-

sine similarity and Pearson correlation coefficient, i.e.,
 

Sim(pi, pj)
x
4 = s(yx

i ,y
x
j ), (4)

s(·)where  is  the  operation  of  cosine  similarity  or

Pearson correlation coefficient. 

3.1.5    Similarity of Pairwise Publications

Sim(pi, pj)
x

pi pj

x

To obtain the final similarity  of pair-

wise publications  and , we aggregate all similari-

ty values corresponding to the feature , i.e.,
 

Sim(pi, pj)
x =

∑
Sim(pi, pj)

x
m, (5)

m ∈ {1, 2, 3, 4}

m

where  and the selection of it is deter-

mined by which feature is to be explored. For exam-

ple,  is set to 1, 2, and 3 if we quantify the similari-

ty of a publication pair based on the feature “Co-au-

thor”. The correspondence between features and simi-

larity coefficients is presented in Table 1. 

3.2    Construction of  Raw Document  Feature

Graph

Following the calculation of the similarity of pair-

wise  publications,  we  construct  five  raw  document

feature  graphs  corresponding  to  co-authors,  affilia-

tions,  venues,  titles,  and  keywords,  respectively.  The

construction process details are presented below. 

3.2.1    Raw Document Feature Graph

P = {p1, p2, . . . , pN}
α

N ×N M̂ x

Gx = (D,E) x

M̂x
ij

pi pj

Eij

Di Dj

Let  be  a  set  of  publications

written  by  authors  with  name .  We  employ  an

 adjacent matrix  to denote the raw docu-

ment  feature  graph ,  where  is  one  of

the five raw document features.  is  the similarity

of pairwise publications  and  calculated based on

(1)–(5),  and denotes  the  weight  of  edge  between

 and .  Note  that  the  low  similarity  of  pairwise

publications  indicates  weak  edges  between  them.  All

weak  edges  are  considered  to  be  noises.  Hence,  we

adopt a pruning strategy as outlined in [23] to prune

them  within  each  raw  document  feature  graph.  The

specifics of this strategy are detailed below. 

3.2.2    Raw Document Feature Graph Pruning

N ×N M̂ x

Gx

M̌ x

Given the  adjacent matrix  of the raw

document feature graph , the pruned adjacent ma-

trix  is defined as follows:
 

M̃x
ij =

{
0, if M̂x

ij <
∑N−1

m=0 M̂x
im

N
,

M̂x
ij, else,

 

M̌x
ij =

M̃x
ij + M̃x

ji

2
.

M̂ x

M̂ x

M̌ x

N ×N

M x

This  pruning  strategy  filters  weak  edges  by  set-

ting a threshold, which is calculated as the mean val-

ue  of  each  row  and  column  in  the  matrix [23].

Specifically,  any  element  in  that  is  below  the

threshold  is  set  to  0. Fig.2 illustrates  an  example  of

the pruned process. The pruned adjacent matrix 

is  a  comprehensive  embedding  for  all  edges  and  de-

notes  the global  structural  information.  Additionally,

row  normalization  is  applied  to  each  pruned

raw document feature adjacency matrix to obtain the

final adjacency matrix , i.e.,
 

Mx
ij =

M̌x
ij∑N−1

m=0
M̌x

im

.

 

 

Table  1.    Features and Corresponding Similarity Coefficients

Feature Similarity Coefficient

Co-author Based on IDF, TF-IDF, Jaccard, and Dice

Affiliation Based on IDF, TF-IDF, Jaccard, and Dice

Venue Based on IDF and Jaccard

Keyword Based on IDF and Jaccard

Title Based on IDF and Word2Vec

Fusion feature Based on IDF
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3.3    Construction of Fusion Feature Graph

Apart  from  constructing  the  raw  document  fea-

ture  graphs,  we  also  build  a  fusion  feature  graph

based on the fusion feature and the similarity of pair-

wise  publications,  as  introduced  in Subsection 3.1.

The fusion feature, which is utilized to extract the lo-

cal  structural  information,  is  generated  by  concate-

nating  raw  document  features,  including  co-authors,

affiliations, venues, titles, and keywords. Additionally,

to  ensure  more  precise  local  structural  information,

we utilize a novel pruning strategy to retain only the

information  that  is  highly  relevant  to  the  current

node,  filtering  out  weak  edges.  The  details  of  them

are presented as follows.
 

3.3.1    Fusion Feature Graph Pruning

N ×N

M̂ f M̂ f

M f

Formally,  we  first  construct  an  adjacent

matrix , where each element in  is the similar-

ity  of  pairwise  publications  based  on  the  fusion  fea-

ture, which is calculated based on (1) and (5). Then,

the pruned adjacent matrix  is defined as:
 

θ =
β ×

∑N−1
m=0 M̂f

im

N
+max(M̂ f

i )

β + 1
,

 

M̃ f
ij =

{
0, if M̂ f

ij < θ,

M̂ f
ij, else,

 

M f
ij =

M̃ f
ij + M̃ f

ji

2
,

θ

β

where  represents the pruning threshold for each row

and  is a parameter to balance the mean and maxi-

mum values, leading to improved pruning results.
 

3.3.2    Fusion Feature Graph

N ×N M f

Gf = (D,E)

M f
ij

(Di, Dj, Eij) Di Dj

pi pj

Eij

Di Dj M f
ij

Based on the pruned  adjacent matrix ,

a  fusion feature graph  is  built  based on

the  following  triples.  If  is  nonzero,  a  triple

 is built, where  and  are the nodes

of this graph and represent the publications  and ,

respectively.  denotes  the  weight  of  the  edge  be-

tween  and , and the value of it is equal to .
 

3.3.3    Embeddings of Nodes

Following  the  construction  of  the  fusion  feature

graph,  the  random  walk[24],  which  can  capture  the

neighborhood information of nodes, is utilized to con-

struct the walks on the fusion feature graph. By refin-

ing  these  walks,  we  obtain  the  nodes'  embeddings

that represent the local structural information.

D = {Di} V = (Vi) k

Di Dik Vi i

Di

Gf = (D,E)

Ωi = {ωi
j} Di j ωi

j

Di ωi
j = {Dik} Di j

ωi
j = {Dik}

Di

Di V̂i = (V̂ik)

V̂ik = Eik

V̂

V

Specifically,  we  denote  the  embeddings  of  nodes

 as  and the -th neighborhood of

node  as ,  where  is  the  embedding  of -th

node .  In  detail,  for  a  given  fusion  feature  graph

, we first generate a set of random walks

 for  each node ,  where the -th walk 

consists of some neighborhood nodes around the node

, i.e., . Then, for the node  and its -

th random walk , this walk is redefined by

using  the  weight  of  the  edges  between  and  the

nodes in this walk. Finally, this redefined walk is em-

ployed  to  embed  the  node ,  i.e., ,

.  An  example  of  this  process  is  shown  in

Fig.3.  Moreover,  we normalize  to  obtain  the  final

node embeddings , and the normalization process is

as follows:
 

Vik =
V̂ik∑|V̂i|−1

m=0
V̂im

.
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3.4    Feature Extraction Model

We introduce  the  feature  extraction  model  (EX),

which  aggregates  multiple  types  of  feature  informa-

tion, captures the influence between multiple types of

feature  information,  takes  full  advantage  of  the  con-

tributions  of  each  raw  document  feature,  and  ex-

tracts  the  key  information  needed  for  solving  the

AND problem. EX is composed of three hybrid atten-

tion mechanism layers, and each layer contains three

key modules, i.e., a local structural perception, a glob-

al  structural  perception,  and  a  feature  extractor.

Fig.4(a)  illustrates  the  detailed  architecture  of  EX,

and Fig.5 showcases each module of the hybrid atten-

tion mechanism layers. 

3.4.1    Local Structural Perception

Local  structural  perception  consists  of  five  GAT

(graph attention network) layers,  which are designed

to  assign  varying  weights  to  different  neighboring

nodes in a node's neighborhood and explore the con-

tributions of each raw document feature. Formally, it

can be described as follows:
 

H = V W ,
 

a = g(Conc(Conr(Hi,Hj))Wa),

i, j ∈ {0, . . . , N},
 

ax
mask = maskr(a,M

x),
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Fig.3.  Illustration of node embeddings.
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ax
norm = softmax(ax

mask),
 

V x
g = ax

normV +H ,

W

Conc(·)
Conr(·)

Wa

a g(·)
maskr(·)

ax
mask softmax(·)

ax
norm

V x
g

x

where  is a shared linear transformation weight to

obtain  sufficient  expressive  power,  and

 are  concatenation  operations  along  each  col-

umn and row, respectively,  is the weight vector of

attention coefficient ,  is an activation function,

i.e.,  LeakyReLU,  is  the  operation  injecting

each  raw  document  feature  graph  structure  into  the

mechanism  to  achieve ,  is  the  soft-

max  function,  is  the  final  attention  coefficient,

and  is the final output feature embeddings for all

nodes in one raw document feature (i.e., ) graph.
 

3.4.2    Global Structural Perception

x

Global structural perception is designed to investi-

gate  which  nodes  in  the  graph  are  important  to  the

current  node,  leveraging  the  information  from  edges

that correspond to a specific raw document feature .

We formalize it as follows:
 

ax = softmax(M x),
 

Ax = ax ⊙M x +M x,

ax M x ⊙
Ax

where  is  the  probability  coefficient  of ,  is

the  element-wise  (Hadamard)  product,  and  is  a

comprehensive embedding for all edges with attention.
 

 

softmax

GAT Co-authors

softmax

GAT Co-authors

softmax

GAT Affiliations

softmax

GAT Affiliations

softmax

TitlesGAT

softmax

TitlesGAT

softmax

VenuesGAT

softmax

VenuesGAT

softmax

KeywordsGAT

softmax

KeywordsGAT

softmax

GAT

softmax

GAT Affiliations

softmax

TitlesGAT

softmax

VenuesGAT

softmax

KeywordsGAT

(a)

softmax

H
a
d
a
m

a
rd

Addition

softmax

H
a
d
a
m

a
rd

Addition

Co-authors

softmax

H
a
d
a
m

a
rd

Addition

Co-authors

softmax

H
a
d
a
m

a
rd

Addition

softmax

H
a
d
a
m

a
rd

Addition

Affiliations

softmax

H
a
d
a
m

a
rd

Addition

Affiliations

softmax

H
a
d
a
m

a
rd

Addition

softmax

H
a
d
a
m

a
rd

Addition

Titles

softmax

H
a
d
a
m

a
rd

Addition

Titles

softmax

H
a
d
a
m

a
rd

Addition

softmax

H
a
d
a
m

a
rd

Addition

Venues

softmax

H
a
d
a
m

a
rd

Addition

Venues

Keywords

Softmax

H
a
d
a
m

a
rd

Addition

Softmax

H
a
d
a
m

a
rd

Addition

Keywords

Softmax

H
a
d
a
m

a
rd

Addition

softmax

H
a
d
a
m

a
rd

Addition

Co-Authors

softmax

H
a
d
a
m

a
rd

Addition

Affiliations

softmax

H
a
d
a
m

a
rd

Addition

Titles

softmax

H
a
d
a
m

a
rd

Addition

Venues

Keywords

Softmax

H
a
d
a
m

a
rd

Addition

(b)

Self-Attention

V V V

Scaled Dot-Product 

Attention

. . .

V

Linear:

WQ

Linear:

WK

Linear:

WV

Linear:

WQ

Linear:

WK

Linear:

WV

LinearLinear LinearLinear

Self-Attention

V V V

Scaled Dot-Product 

Attention

. . .

V

Linear:

WQ

Linear:

WK

Linear:

WV

Linear Linear

Self-Attention

V V V

Scaled Dot-Product 

Attention

. . .

V

Linear: Linear: Linear:

Linear Linear

Scaled Dot-Product 

Attention

MatMul

Scale

Mask

Softmax

MatMulMatMul

̇  ̇  ̇  
Scaled Dot-Product 

Attention

MatMul

Scale

Mask

Softmax

MatMul

̇  ̇  ̇  
Scaled Dot-Product

Attention

MatMul

Scale

Mask

Softmax

MatMul

̇  ̇  ̇  
(c)

Concatenation

Linear

Linear

Concatenation

GCNGCN

Concatenation

Linear

Linear

Concatenation

GCN

Concatenation

Linear

Linear

Concatenation

GCN

(d)

Co-Authors

WQ WK WV

Fig.5.   Each  module  of  the  hybrid  attention  mechanism  layers.  (a)  Local  structural  perception.  (b)  Global  structural  perception.
(c) Feature extractor. (d) GCN aggregated layer.

Qian Zhou et al.: Towards Effective Author Name Disambiguation by Hybrid Attention 937



3.4.3    Feature Extractor

In this  module,  we utilize  a self-attention mecha-

nism  to  extract  the  information  of  each  raw  docu-

ment feature from a hybrid embedding,  thereby gen-

erating the key information corresponding to each raw

document  feature.  Through  this  process,  our  frame-

work  can  explore  which  raw  document  features  are

important  for  the  AND problem.  We  formalize  it  as

follows:
 

Q̇ = V ·WQ, K̇ = V ·WK, V̇ = V ·WV,
 

S =
Q̇ · K̇T

√
d

,

 

Sx
mask = softmax(maskf(S, σ(M

x))),
 

Sx
att = Sx

maskV̇ ,
 

V x
s = ρ(Sx

att ·Ws) + V ,

WQ WK WV Ws

d
√
d

d maskf(·)

S M x

Sx
att

σ(·)
ρ(·)

V x
s

α x

where , , , and  are projection matrices,

 is  the  latent  dimensionality,  and  is  the  scale

factor used to avoid overly large inner product values,

especially  when  is  high;  is  an  operation

that  extracts  the  information  of  each  raw  document

feature from the hybrid embedding  based on ;

 represents  the  output  embeddings  of  the  self-at-

tention mechanism;  is a binary function that con-

verts  values  to  either  0  or  1;  is  an  activation

function, and RELU is used;  is an embedding ma-

trix  that  contains  all  publications  with  the  author

name  and the raw document feature . 

3.4.4    GCN Aggregated Layer

After  acquiring all  the above information,  we ag-

gregate  the  information  using  graph  convolutional

networks (GCNs) and a single-layer feedforward neu-

ral network.
 

V x
Con = g(Con(V x

g ,V
x
s ,V ) ·WCon),

 

V x = V x
Con + V x

g ,
 

VConx(V )=ρ(Conx(GCN(Ax,V x)) ·WConx).

Con(·)

Conx(·)

GCN(·) WCon WConx

In the above formulas,  is a concatenation op-

eration  aggregating  the  information  about  the  three

key  modules  of  the  hybrid  attention  mechanism  and

 is also a concatenation operation that can ag-

gregate the information about five raw document fea-

tures.  is  a  GCN layer;  and  are

Con(·)
Conx(·) VConx(·)
the  weight  of  concatenation  operations  and

,  respectively;  represents  a  hybrid  at-

tention mechanism layer.

V

M = {M x}

Additionally,  to  prevent  information  loss  during

the training process, we introduce a residual block in

EX based on the idea from [25]. Specifically, EX con-

sists of three hybrid attention mechanism layers with

a  residual  block,  and it  takes  the  nodes'  embeddings

 and  the  set  of  feature  adjacency  matrices

 as  input.  The  residual  formulation  is  as

follows:
 

V k+1 = VConx(Norm(V k + σ(V k−1))),

V k k

Norm(·)
k 0

V

V 0 V 0 = V

where  denotes  the -th  hybrid  attention  mecha-

nism layer's output vector, and  is a normal-

ization operation. Note that, when  is , we use the

embeddings  of  nodes  introduced  in Subsection

3.3.3 to fill the , i.e., . 

3.5    Decision Model

V −1
i V −1

j

Conx(M
x
ij) Tm

V −1
i

V −1
j

Cos

In what follows, we design the decision model (DI)

to convert the AND problem into a binary classifica-

tion  task  between  each  publication  pair.  Specifically,

we  first  employ  the  embeddings  of  pairwise  nodes

 and  along  with  their  corresponding  edges'

embeddings  to  construct  a  triplet .

Then,  we  consider  the  structural  information  loss  in

the  vector  space  of  pairwise  nodes'  embeddings 

and . The similarity between the vectors of pair-

wise nodes' embeddings is measured using cosine simi-

larity,  generating  a  matrix  to  represent  the

structural  information  in  the  vector  space.  Finally,

the  generated  triplets  are  fed  into  an  MLP classifier

for  disambiguation.  The  details  of  DI  are  illustrated

in Fig.4(b). Formally, it is described as:
 

Tm = Con(V −1
i ,V −1

j , Conx(M
x
ij)),

 

Cosm = cos(V −1
i ,V −1

j ),
 

Pr = MLP (T ),

V −1

T

m ∈ {0, N 2} MLP (·)
cos(·)

V −1
i V −1

j Cosm
V −1

i V −1
j

Cos = (Cosm) Pr N 2

where  represents  the  final  output  layer  of  the

feature extraction model (EX);  is the concatenated

triplets matrix, and ;  is a multi-

layer perceptron layer;  is used to calculate the

cosine similarity between  and ;  is the

value of the cosine similarity between  and ,

and ;  and  is  an  vector  of  pre-

dicted  probabilities  used  to  determine  whether  pair-

wise publications belong to a unique author or not. 
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3.6    Training

1 1

In this subsection, we introduce the details about
the  ground  truth  and  the  loss  function.  The  ground

truth in  our  approach is  represented as  a  graph,  fol-
lowing a similar approach as presented in [23]. To op-
timize our framework,  we adopt a joint loss  function
that  includes  the  log-likelihood  loss  function  (Cross-
Entropy-Loss)  and  the  mean  absolute  error  function
(L -Loss).  Here,  L -Loss  is  applied  to  introduce  the

structural information loss of the vector space, which
encourages  the  vectors  of  positive  pairs  to  be  closer
than negative pairs in the vector space. The details of
them are as follows. 

3.6.1    Ground Truth Graph

Gc = (D,E)

P = {pi}
C = {c1, c2, . . . ,

ck} C

Ep

En Ep = {Eij = 1, ∀ (pi, pj) ∈ ck × ck, ck ∈ C},
En = {Eij = 0, ∀(pi, pj) ∈ ck × ck′ , k ̸= k′}
Gc Ep ∪ En = E D = {Di}

Di pi

N ×N Gc

N 2 Qr

Gc Eij ∈ E Eij

For  the  convenience  of  calculation,  we  define  a
graph  as the ground truth based on the

given document set  associated with each au-

thor  name and its  annotation results 
[15, 23]. Based on the annotation results , we first

generate  positive  edge  set  and  negative  edge  set

, i.e., 

. The graph

 is  then composed of  and ,

where  each  denotes  the  publication .  Next,  the
 adjacent matrix of the ground truth graph 

is  compressed  into  the  vector  as  labels.  It  is
important  to  note  that  each element  in  the  adjacent
matrix of  is  represented by ,  and  can

be 0 or 1. 

3.6.2    Joint Loss Function

α

The framework is trained by minimizing the joint
loss  function,  which  contains  the  negative  log-likeli-
hood  loss  function  (Cross-Entropy-Loss)  and  the
mean absolute error function (L1-Loss). Given an au-
thor name , the joint loss function of the framework

is defined as:
 

L =− 1

N 2

N2−1∑
m=0

(Qrm log(Prm) + (1−Qrm) log(1−

Prm)) +
1

N 2

N2−1∑
m=0

abs(Cosm −Qrm),

Prm m

Pr Qrm m

where  represents  the -th  predicted  probability

in the vector ,  denotes the -th binary label

Qr abs(·)in  the  vector ,  and  calculates  the  absolute

value of the specified number. 

4    Experiment
 

4.1    Datasets
 

4.1.1    Illustration of Datasets

To  evaluate  the  performance  of  our  proposed

framework  EAND,  we  conduct  experiments  on  the

following two publicly available real-world datasets.

•
642

320

200

60

60

 OAG-WhoisWho②. This dataset contains 608 363

documents  and 57 138 distinct  authors  with 

equivocal  author  names[26].  For  our  experiments,  we

sample  author  names  from the  OAG-WhoisWho

dataset  to construct  our experimental  dataset,  which

contains 341 457 publications. We employ  author

names  for  training,  author  names  for  validation,

and  author names for testing[23]. In addition, each

publication  in  the  dataset  is  associated  with  six  fea-

tures:  co-authors,  affiliations,  venues,  years,  titles,

and keywords.

•

380

260 60

60

 AD-AND③. To illustrate the effectiveness of our

framework  in  addressing  the  issues:  MRDF  and

SRDF,  we  construct  a  new  dataset  called  AD-AND.

The AD-AND dataset is a small-scale dataset collect-

ed  from  AMiner[11] and  DBLP.  Compared  with  the

OAG-WhoisWho dataset, we expand the training set

to  facilitate  more  robust  training.  In  detail,  the  AD-

AND  dataset  contains  author  names  and  in-

cludes 130 300 publications. We split the dataset into

 author  names  for  training,  author  names  for

validation,  and  author  names  for  testing.  Each

publication  in  the  AD-AND  dataset  has  seven  fea-

tures, including co-authors, affiliations, venues, years,

titles, abstracts, and keywords. 

4.1.2    Missing of Raw Document Features

To  clearly  illustrate  the  MRDF phenomenon,  we

analyze the experimental datasets, and the results are

presented in Table 2 and Table 3. Table 2 shows the

number and percentage (relative to the total number

of publications) of publications missing a specific raw

document  feature  (i.e., “Co-author”, “Affiliation”,
“Venue” or “Keyword”)  on  two  datasets. Table 3

presents  the  number  and  percentage  (relative  to  the
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②https://www.aminer.cn/billboard/whoiswho, Jul. 2024.
 

③https://github.com/wx-qzhou/EAND/tree/main/datasets/ADAND, Jul. 2024.

https://www.aminer.cn/billboard/whoiswho
https://github.com/wx-qzhou/EAND/tree/main/datasets/ADAND
https://github.com/wx-qzhou/EAND/tree/main/datasets/ADAND
https://github.com/wx-qzhou/EAND/tree/main/datasets/ADAND


total  number of  publications)  of  publications  missing

one,  two,  or  three  raw  document  features  on  both

datasets. Notably, in Table 3, we use “NMF” to rep-

resent  the  number  of  missing  raw document  features

for a publication.
 
 

Table   2.      Statistics  of  Publications  Missing  a  Specific  Raw
Document Feature on Two Datasets

Missing
Feature

OAG-WhoisWho AD-AND

Number Percentage (%) Number Percentage (%)

Co-author 295 0.09 – –
Affiliation 112 048 32.81 14 976 11.49

Venue 25 375 7.43 1 258 0.97

Keyword 140 522 41.15 22 876 17.56
 

 
 

Table   3.      Statistics  of  Publications  Missing  One,  Two,  or
Three Raw Document Features on Two Datasets

NMF OAG-WhoisWho AD-AND

Number Percentage (%) Number Percentage (%)

1 110 566 32.38 31 300 24.02

2 63 038 18.46 3 145 2.41

3 13 866 4.06 507 0.39
 

0.09% 32.81% 7.43% 41.15%

11.49%
0.97% 17.56%

32.38%
18.46% 4.06%

24.02% 2.41%
0.39%

Observed  from Table 2,  it  can  be  observed  that

, , , and  of publications on

the  OAG-WhoisWho dataset  miss  co-authors,  affilia-

tions, venues, and keywords, respectively. On the AD-

AND dataset,  of publications lack affiliations,

 lack  venues,  and  lack  keywords.  All

publications  on  the  OAG-WhoisWho dataset  contain

titles and years without any missing values. Similarly,

on the AD-AND dataset,  no publications lack co-au-

thors, titles, or years. It is important to note that ab-

stracts  are  not  included  in  any  publication  of  the

OAG-WhoisWho dataset, and thus this feature is not

considered  in  the  analysis.  Moreover, Table 3 shows

that  of  publications  lose  one  raw  document

feature,  lose two, and  lose three on the

OAG-WhoisWho  dataset.  On  the  AD-AND  dataset,

the  percentages  of  publications  losing  one,  two,  and

three raw document features are , ,  and

,  respectively,  of  the  total  number  of  publica-

tions.  In  addition,  the  maximum  number  of  missing

raw  document  features  for  any  publication  on  both

datasets  is  three.  Therefore,  we  present  statistics  on

the number of publications missing one, two, or three

raw document features.

54.9%
26.82%

According to the statistics in Table 2 and Table 3,

 of  the  total  number  of  publications  on  the

OAG-WhoisWho  dataset  and  of  the  total

number of publications on the AD-AND dataset miss

the raw document features. This highlights the gravi-

ty of the MRDF issue. Consequently, it is essential to

efficiently  utilize  the  multiple  feature  information

available in raw publications. 

4.1.3    Scale-Difference of Raw Document

Features

pi

pj

pi pj

pj pi

pi pj

SRDF is a common phenomenon that some publi-

cations  have  many  words  in  one  raw  document  fea-

ture,  while  others  have  only  a  few  words.  For  in-

stance, given the raw document feature: “Co-author”,
publication  has three words related to the feature,

and another publication  has 14 words. We assume

that both  and  are  written by a unique author,

and  includes all the words in . Each word's IDF

for  both  and  is  0.1.  We  estimate  the  pairwise

publication  similarity  using  Jaccard,  IDF,  improved

Jaccard,  and  improved  IDF. Table 4 shows  the  re-

sults,  where  the  improved  Jaccard-based  result

achieves  1,  outperforming  the  traditional  Jaccard  re-

sult  (0.214).  Similarly,  the  improved  IDF-based  re-

sult  achieves  0.463,  which  is  more  precise  than  the

traditional IDF result (0.214).
  
Table  4.    Illustrative Results of Pairwise Publication Similar-
ity Using Traditional and Improved Similarity Coefficients

Pairwise
Publication

Jaccard Improved Jaccard IDF Improved IDF

pi pi & 1.000 1.000 0.214 0.463

pi pj & 0.214 1.000 0.214 0.463

pj pj & 1.000 1.000 1.000 1.000
 

α

P α = {pα
1 , . . . , p

α
N}

pα
i Zx

i

x

α N

{Zx
1 , . . . , Z

x
N}

|Zx
i |

α

dist({|Zx
1 |, . . . , |Zx

N |}) dist(·)

pα
i

x

|Zx
i | = 0

We  conduct  further  analysis  on  the  datasets  to

demonstrate  the  significance  of  considering  this  phe-

nomenon  when  quantifying  the  similarity  of  pairwise

publications. For each author name , we have a set

of  publications ,  and  each  publica-

tion  is associated with a word set  correspond-

ing to the raw document feature . In all, for the au-

thor name  with  publications, we obtain a set of

word  sets .  To  describe  the  SRDF phe-

nomenon, we analyze the quantity distribution of the

mean,  variance,  and  range  (i.e.,  the  difference  be-

tween  maximum  and  minimum)  of  the  word  sets'

lengths  (i.e., )  about  all  author  names  on  each

dataset. Formally, for each author name , we calcu-

late ,  where  can  repre-

sent  the  mean,  variance,  or  range  operator.  Subse-

quently,  we  analyze  the  distribution  of  these  quanti-

ties  about  all  author  names  on  each  dataset.  Note

that, if a publication  lacks this raw document fea-

ture , the length of the corresponding word set is ze-

ro, that is, .

940 J. Comput. Sci. & Technol., July 2024, Vol.39, No.4



The  statistics  of  the  datasets  are  presented  in

Fig.6.  Notably,  in  the  following  tables  and  figures,

“C”, “A”, “T”, “V”, “K”, and “Y” are used to repre-

sent “Co-author”, “Affiliation”, “Title”, “Venue”,
“keyword”,  and “year”,  respectively,  if  there  is  no

ambiguity.  To  simplify  descriptions,  the  length  of

word  sets  (associated  with  each  raw  document  fea-

ture) of the publications related to each author name

is  denoted  as  LWS.  On  each  dataset,  the  mean  of

LWS about the most author names is between 5 and

20,  the  variance  of  LWS  ranges  between  10  and  60,

and  the  range  of  LWS is  between  20  and  60.  These

statistics demonstrate the severity of the SRDF issue.

Therefore,  improving  certain  similarity  coefficients  is

crucial  for  achieving  a  more  precise  quantification  of

pairwise publication similarity.
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Fig.6.   Statistics  of  SRDF  on  two  datasets.  (a)  Mean  of  LWS  on  OAG-WhoisWho.  (b)  Variance  of  LWS  on  OAG-WhoisWho.
(c) Range of LWS on OAG-WhoisWho. (d) Mean of LWS on AD-AND. (e) Variance of LWS on AD-AND. (f) Range of LWS on
AD-AND.
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4.2    Baselines

To  validate  the  performance  of  our  proposed

framework,  we  conduct  a  comprehensive  comparison

with six  state-of-the-art  author  name disambiguation

methods.

• Beard[15]. This model utilizes a well-designed set

of  similarity  features,  including  author  names,  titles,

etc.,  to  train  a  distance  function  for  measuring  the

similarity between each pair of papers.  To determine

clusters,  a  semi-supervised  algorithm  called  HAC  is

employed.

• AGAND[16].  This  method  constructs  three  gra-

phs based on document similarity, co-author relation-

ship,  and  triplets.  The  final  result  is  generated

through agglomerative hierarchical clustering.

• AMiner[11]. The approach consists of two stages:

a  supervised  global  stage  that  fine-tunes  the

Word2Vec  results  and  an  unsupervised  local  stage

that  leverages  the  first  stage  and  the  local  linkage

graph to improve the global embeddings.

• GANAND[17].  The  method  builds  a  generative

adversarial  framework  with  two  modules.  The  dis-

criminative  module  distinguishes  whether  two papers

are from the same author, while the generative mod-

ule selects possibly homogeneous papers from the het-

erogeneous information network.

• MA-PairRNN[18].  The  method  is  a  novel  pair-

wise node sequence classification framework for name

disambiguation. It designs a multi-view graph embed-

ding layer to generate node representation inductive-

ly,  and  employs  a  Pseudo-Siamese  recurrent  neural

network to learn sequence pair similarity.

• MFAND[19]. The model, presented in our previ-

ous  work,  utilizes  the  R3JG  encoder  and  employs  a

binary  classifier  for  disambiguation.  R3JG  integrates

and  reconstructs  various  information,  including  raw

document  features,  the  fusion  feature,  and  the  local

and global structural information.

To  explore  the  advantages  of  global  structural

perception  (GSP),  local  structural  perception  (LSP),

feature  extractor  (FE),  and  the  use  of  the  joint  loss

function (JLF) or only the negative log-likelihood loss

function,  we  design  the  following  comparison  meth-

ods:  GSPJ,  GLPJ,  GLAJ,  and  GLAN.  The  proper-

ties of these methods are summarized in Table 5.
 
 

Table  5.    Properties of Compared Methods

GSP LSP FE JLF

GSPJ
√

× ×
√

GLPJ
√ √

×
√

GLAJ
√ √ √ √

GLAN
√ √ √

×
 

4.3    Experimental Results

+3.63%

We  evaluate  our  proposed  framework  EAND  by

calculating pairwise precision, recall, and F1 score for

each sampled author name, as well as micro-precision,

micro-recall,  micro-F1  score,  macro-precision,  macro-

recall, and macro-F1 score over the entire testing set.

Tables 6–8 show  the  performance  of  different  AND

methods  on  sampled  author  names  of  different  sizes,

sampled from the OAG-WhoisWho dataset.  As a  re-

sult of leveraging multiple-feature information and the

feature  extraction model  (EX),  our  proposed method

consistently  outperforms  other  state-of-the-art  meth-

ods  in  most  cases.  The  average  pairwise F1  score  of

10 samples in our method surpasses those of the oth-

er methods by at least .

+8.22%

To  further  validate  the  superiority  of  our  pro-

posed  method  over  state-of-the-art  approaches,  we

present  the  experimental  results  obtained  from  two

real-world datasets. Detailedly, the results in Table 9

and Table 10 demonstrate that our proposed method

outperforms other baselines by at least  in mi-
 

Table  6.    Precision of Author Name Disambiguation on Sampled Author Names from OAG-WhoisWho

Author Name Size EAND MFAND MA-PairRNN GANAND AMiner Beard AGAND

A. Kobayashi 229 81.09 81.91 83.01 68.98 72.89 85.94 94.77

Y. Shimada 307 98.11 97.96 72.09 74.32 76.00 90.47 97.09

Xiaoming Xie 479 94.07 88.18 85.30 74.30 87.77 84.87 90.17

Suqin Liu 518 98.57 92.76 70.00 84.87 95.19 89.88 80.91

Junyi Li 611 100.00 99.92 89.20 73.64 98.17 85.41 94.41

Feng Deng 703 99.98 99.29 100.00 74.62 99.20 97.84 82.28

Xiaodong He 895 99.68 92.67 88.15 74.33 94.66 86.43 81.22

Xiaohua Liu 1 335 95.65 98.09 87.19 68.02 95.30 98.51 82.87

Weimin Liu 1 485 98.10 76.32 83.00 72.31 98.33 77.43 91.36

Min Yang 2 245 77.02 68.96 84.07 66.14 56.08 76.26 74.41

Avg. – 94.23 89.61 75.79 73.15 87.36 87.30 86.95
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+4.59%
+2.74%

+3.31%

cro-F1 and  in macro-F1 on the entire OAG-

WhoisWho dataset, and by at least  in micro-

F1 and  in  macro-F1 on the  entire  AD-AND

dataset. Specifically, on the OAG-WhoisWho dataset,

our  proposed  method  significantly  outperforms  the

+31.28%
+14.39% +11.82%

+27.35% +9.52%
+4.59%

baselines  in  terms  of  macro-F1  (  over

AGAND,  over Beard,  over AMin-

er,  over GANAND,  over MA-Pair-

RNN, and  over MFAND relatively). Our pro-

posed method also outperforms the baselines in terms

 

Table  7.    Recall of Author Name Disambiguation on Sampled Author Names from OAG-WhoisWho

Author Name Size EAND MFAND MA-PairRNN GANAND AMiner Beard AGAND

A. Kobayashi 229 92.44 79.87 83.11 53.12 67.96 73.63 90.69

Y. Shimada 307 96.75 94.35 77.11 72.50 62.89 85.54 40.53

Xiaoming Xie 479 80.75 90.51 78.04 57.84 93.58 74.58 17.48

Suqin Liu 518 99.71 99.68 77.00 49.59 60.54 55.75 17.90

Junyi Li 611 97.74 92.85 82.01 26.15 85.65 99.20 19.57

Feng Deng 703 98.06 99.11 100.00 48.86 50.48 77.29 11.54

Xiaodong He 895 93.98 90.74 85.06 57.62 56.82 59.41 19.22

Xiaohua Liu 1 335 92.71 98.40 79.99 35.00 91.30 69.38 13.58

Weimin Liu 1 485 97.58 96.17 82.00 41.29 44.41 86.08 13.30

Min Yang 2 245 86.21 68.06 78.10 18.76 19.91 32.14 24.12

Avg. – 93.59 90.97 74.43 46.07 63.35 71.30 26.79

 

Table  8.    F1 Score of Author Name Disambiguation on Sampled Author Names from OAG-WhoisWho

Author Name Size EAND MFAND MA-PairRNN GANAND AMiner Beard AGAND

A. Kobayashi 229 86.39 80.88 83.06 60.02 70.34 79.31 92.68

Y. Shimada 307 97.42 96.12 74.52 73.40 68.83 87.94 57.19

Xiaoming Xie 479 86.91 89.33 81.51 65.04 90.59 79.40 29.28

Suqin Liu 518 99.13 96.09 73.33 62.60 74.00 68.82 29.32

Junyi Li 611 98.86 96.26 85.45 38.59 91.48 91.79 32.42

Feng Deng 703 99.01 99.20 100.00 59.05 66.91 86.36 20.24

Xiaodong He 895 96.75 91.69 86.58 64.92 71.01 70.42 31.09

Xiaohua Liu 1 335 94.15 98.25 83.43 46.22 93.26 81.42 23.34

Weimin Liu 1 485 97.84 85.10 82.50 52.56 61.18 81.53 23.22

Min Yang 2 245 81.36 68.51 80.98 29.22 29.39 45.22 36.43

Avg. – 93.91 90.28 75.11 56.54 73.44 78.49 40.96

 

Table  9.    Results of Author Name Disambiguation on OAG-WhoisWho

Method Macro Micro

Precision Recall F1 Score Precision Recall F1 Score

AGAND 78.52 35.56 48.95 75.97 22.19 34.35

Beard 78.59 56.66 65.84 79.82 56.65 66.27

AMiner 78.39 60.69 68.41 80.83 21.05 33.4

GANAND 69.43 42.69 52.88 67.16 36.34 47.16

MA-PairRNN 79.00 64.59 70.71 77.95 68.83 73.11

MFAND 74.91 76.39 75.64 71.95 75.58 73.72

EAND 77.95 82.64 80.23 77.59 86.81 81.94

 

Table  10.    Results of Author Name Disambiguation on AD-AND

Method
Macro Micro

Precision Recall F1 Score Precision Recall F1 Score

AGAND 78.08 56.74 65.72 70.86 50.75 59.14

Beard 79.89 76.66 78.53 75.92 74.12 75.01

AMiner 84.26 72.68 78.04 80.84 68.51 74.17

GANAND 94.97 67.74 79.08 96.46 66.71 78.87

MA-PairRNN 80.02 83.03 81.50 67.60 75.37 71.27

MFAND 85.51 78.07 81.62 68.87 80.53 74.25

EAND 86.88 83.07 84.93 79.99 83.30 81.61
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+19.21% +6.4%
+6.89% +5.85%

+3.43% +3.31%

of  macro-F1  (  over  AGAND,  over

Beard,  over  AMiner,  over

GANAND,  over  MA-PairRNN,  and 

over MFAND relatively) on the AD-AND dataset.

Taking  a  deeper  dive  into  the  experimental  re-

sults,  our  framework  showcases  a  superior  perfor-

mance in the F1 score compared with all state-of-the-

art  methods,  owing  to  its  emphasis  on  achieving  a

balance  between  precision  and  recall.  As  depicted  in

Table 9 and Table 10,  we  find  that  our  model

achieves  better  recall  scores  than the  other  methods.

This is attributed to the effective utilization of global

structural  information  and  raw  document  features,

which  most  methods  do  not  incorporate.  Moreover,

we  observe  that  GANAND  and  MA-PairRNN  can

achieve  better  performance  on  the  AD-AND  dataset

compared  with  the  OAG-WhoisWho dataset.  This  is

because the OAG-WhoisWho dataset faces the severe

MRDF  issue  compared  with  the  AD-AND  dataset.

Furthermore,  on  the  OAG-WhoisWho  dataset,  MA-

PairRNN  achieves  better  precision  than  GANAND.

This  is  because  MA-PairRNN applies  the  multi-view

attention mechanism to explore the importance of the

meta-path  and divides  publications  into  small  blocks

based  on  affiliations.  Nevertheless,  while  MA-Pair-

RNN primarily captures the importance of the meta-

path, which represents local structural information, it

overlooks  crucial  information  from the  fusion  feature

and the global structural information. This limitation

in  MA-PairRNN's  approach  significantly  constrains

its  overall  performance.  From Table 10,  GANAND

exhibits  better  precision than the other models.  This

is  because  GANAND  uses  adversarial  representation

learning,  which generates  high-quality samples.  How-

ever,  GANAND cannot achieve better  precision than

the  other  models  as  observed  from Table 9 because

the OAG-WhoisWho dataset  suffers  from the serious

MRDF  issue.  Notably,  except  for  EAND,  MFAND

performs  better  than  the  other  models.  This  is  be-

cause MFAND considers multiple types of feature in-

formation and addresses the MRDF issue to a certain

extent.  Nonetheless,  compared  with  MFAND,  our

EAND achieves better performances in the precision,

recall,  and F1  scores,  as  observed  from Table 9 and

Table 10.  This  is  because  we  employ  the  hybrid  at-

tention mechanism layer to take full advantage of the

contributions of each raw document feature while al-

so considering the following issues: MRDF and SRDF.

Overall, our proposed framework EAND achieves the

best  performance  in  almost  all  evaluation  metrics,

showcasing its effectiveness and superiority. 

4.4    Ablation Analysis

To evaluate  the  performance  of  each  module,  we
present the results at different stages in Table 11 and
Table 12.  From Table 11,  it  can  be  seen  that  GSP
can achieve better recall than the other modules. This
aligns  with  the  findings  from  the  MFAND  method,
which  highlight  the  importance  of  global  structural
information for improved recall. By incorporating the
attention mechanism, we further improve recall scores
by exploring the importance of nodes in the graph rel-
ative to the current node,  leveraging the information
of edges and the corresponding raw document feature.
Additionally, when LSP is added to GSPJ, the model
achieves  better  precision.  This  is  because  LSP is  de-
signed to assign varying weights to different neighbor-
ing  nodes  in  a  node's  neighborhood  and  explore  the
contributions  of  each  raw  document  feature  under
conditions  of  local  structure.  However,  this  module
may  result  in  a  reduction  of  recall  scores.  FE  effec-
tively extracts the information of each raw document
feature  from  a  hybrid  embedding  to  reconstruct  the
information  of  each  raw  document  feature.  As  evi-
dent from Table 11, our framework achieves a better
performance  in  both  macro-F1  and  micro-F1  score
when FE is added to GLPJ. In Table 12, we present
the impact of L1-Loss inclusion or exclusion. It can be
seen that L1-Loss has a more substantial influence on
micro-F1 than macro-F1.  This  observation is  expect-
ed  since  L1-Loss  encourages  the  vectors  of  positive
pairs to be closer than those of negative pairs in the
vector space.
  
Table  11.    Contributions of Each Component Based on Macro

Module
OAG-WhoisWho AD-AND

Precision Recall F1 Score Precision Recall F1 Score

GSPJ 73.32 84.40 78.47 76.54 85.60 80.82

GLPJ 76.55 81.91 79.14 85.01 81.49 83.21

GLAJ 77.95 82.64 80.23 86.88 83.07 84.93
 
  

Table  12.    Contributions of Each Component

Module
OAG-WhoisWho AD-AND

Micro-F1 Macro-F1 Micro-F1 Macro-F1

GLAN 79.18 80.07 78.41 84.24

GLAJ 81.94 80.23 81.61 84.93
 

4.5    Estimation of Parameters

In  this  subsection,  we  investigate  how the  nodes'
neighborhood  parameters  (length  and  number  of
walks)  affect  the  performance  of  our  method  on  the
datasets:  OAG-WhoisWho  and  AD-AND.  As  ob-
served from Fig.7, our proposed method achieves bet-
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ter  results  in  macro-F1  when  the  length  of  walks

reaches  around  16.  Similarly,  as  seen  in Fig.8,  our

proposed  method  achieves  better  performances  in

macro-F1  when the  number  of  walks  is  set  to  8  and

12.  This  is  because  the  noise  is  introduced when the

length  and  number  of  walks  are  set  to  large  values.

Conversely, when the length and number of walks are

set to small values, the nodes will  contain less useful

information.  Both  parameters  have  a  relative  impact

on the performance of our proposed method, but the

performance  differences  are  not  significant,  especially

for the AD-AND dataset. 

4.6    Selection of Raw Document Features

Each raw document feature exhibits different dis-

criminative  capability[19, 20] and  makes  different  con-

tributions  to  the  AND  problem.  In  light  of  this,  we

explore which raw document features can be selected

by  our  proposed  method.  Notably,  we  take  the

MRDF issue into consideration to investigate the im-

portance  of  each  raw  document  feature  used  in  our

approach. As highlighted by [27] and [20], the co-au-

thor  relationship  of  an  author  is  considered  a  strong

discriminative  feature.  Our  observations  from Fig.9

provide  further  support  to  this  finding,  as  we  notice

that  co-authors  and affiliations  are  the  most  influen-

tial  discriminative  features.  Additionally,  titles,

venues,  and  keywords  have  some  influence  on  the

AND problem, while years have the least influence.

To  investigate  how  different  raw  document  fea-

tures  affect  the  performance  of  our  proposed  ap-
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Fig.7.  Effect of different lengths of random walks on the AND results. (a) Macro-F1 score. (b) Micro-F1 score.
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Fig.8.  Effect of different numbers of random walks on the AND results. (a) Macro-F1 score. (b) Micro-F1 score.
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proach, we add the features one by one, starting with

co-authors  and  affiliations.  Observed  from Fig.10,

when  several  raw  document  features  are  considered,

including  co-authors,  affiliations,  titles,  venues,  and

keywords, our proposed approach achieves better per-

formances on both datasets. However, the inclusion of

years  has  a  negative  effect  on  our  proposed  method,

which is expected. This is because co-authors, affilia-

tions,  titles,  venues,  and  keywords  are  highly  rele-

vant  to  the  author's  identity,  whereas  years  are  not.

Generally,  authors  with  the  same  name may  publish

articles in the same year, while authors with a unique

identity  may publish  articles  in  different  years.  As  a

result,  years  do  not  contribute  significantly  to  our

proposed method.
 

5    Related Work

Author  name  disambiguation  has  been  extensive-

ly  studied  using  various  methods[16, 17, 19].  However,

existing methods only exploit a part of different types

of information, such as raw document features, the fu-

sion feature, the local structural information, and the

global  structural  information,  and  fail  to  fully  lever-

age  the  contributions  of  each  raw  document  feature.

The state-of-the-art methods for author name disam-

biguation  can  be  categorized  into  two  groups:  con-

text-based and graph-based methods. 

5.1    Context-Based Methods

Context-based  methods  consider  all  raw  docu-
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Fig.9.  Effect of different raw document features on the AND results. (a) Macro-F1 score. (b) Micro-F1 score.
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ü

ment features to generate the context, represented by

the  feature  vectors.  They  leverage  supervised  learn-

ing  methods  to  learn  a  pairwise  function  between

publications  based  on  these  feature  vectors.  Subse-

quently, the learned pairwise function is used to pre-

dict whether two publications written by authors with

the  same  name  belong  to  a  unique  identity.  For  in-

stance,  Han et  al.[28] utilized  naive  Bayes  and  SVM

(Supported  Vector  Machine)  to  address  the  AND

problem. Han et al.[14] employed TF-IDF and NTF to

define  similarity  functions  and  calculate  document

similarity,  while  using K-way  spectral  clustering  for

disambiguation.  Yoshida et  al.[29] proposed  a  two-

stage clustering method to learn better feature repre-

sentations via the first  clustering step.  M ller[30] em-

ployed a deep neural network to solve the AND prob-

lem.  Kim et  al.[12] introduced  a  hybrid  method  that

extracts  structure-aware features and global  features,

using  gradient  boosted  trees  (GBT)  and  deep  neural

network  (DNN)  to  experiment  with  the  disambigua-

tion  results,  respectively.  Jhawar et  al.[13] conducted

experiments with two ensemble-based classification al-

gorithms,  namely,  random forest  and gradient  boost-

ed  decision  trees,  on  a  publicly  available  corpus  of

manually disambiguated author names from PubMed. 

5.2    Graph-Based Methods

Graph-based methods tackle the AND problem by

utilizing  graphical  models  that  capture  information

from  neighbors  in  the  graph  topology.  For  example,

Fan et al.[31] constructed a graph by collapsing all co-

authors  with  identical  names  to  a  single  node  and

measured  pairwise  node  distance  based  on  the  num-

ber  of  valid  paths.  Tang et  al.[32] employed  Hidden

Markov  Random Fields  (HMRF) to  model  node  and

edge  features  in  a  unified  probabilistic  framework.

Zhang  and  Hasan[16] constructed  three  graphs  based

on  document  similarity  and  co-author  relationships,

and  learned  graph  embeddings  from  them.  Zhang

et  al.[11] designed  a  supervised  global  stage  to  fine-

tune  Word2Vec  results  and  applied  an  unsupervised

local stage based on the first stage and the local link-

age  graph  to  improve  global  embeddings.  Wang et
al.[17] proposed  a  generative  adversarial  framework,

where  the  discriminative  module  distinguishes

whether  two  papers  are  from  the  same  author,  and

the  generative  module  selects  possibly  homogeneous

papers  directly  from  the  heterogeneous  information

network.  Sun et  al.[18] introduced  a  novel  pairwise

node  sequence  classification  framework  based  on  the

multi-view  graph  embedding  layer  and  Pseudo-

Siamese  recurrent  neural  network  for  name  disam-

biguation. Zhou et al.[19] used an encoder called R3JG

to  integrate  and  reconstruct  information  (i.e.,  raw

document features, the fusion feature, the local struc-

tural  information,  and  the  global  structural  informa-

tion)  while  they  used  a  binary  classifier  for  disam-

biguation.

Despite  the  extensive  research  conducted  in  this

domain, to the best of our knowledge, there has been

no work considering all the above-mentioned informa-

tion for the AND problem so far or fully utilizing the

contributions of each raw document feature, while al-

so addressing the MRDF and SRDF issues.  To over-

come  these  limitations,  we  propose  a  unified  frame-

work named EAND. Specifically, our framework aims

to mitigate the effect of MRDF and SRDF, take full

advantage of the contributions of each raw document

feature, and effectively address the AND problem. 

6    Conclusions

1

+2.74%
+3.31%

In  this  paper,  we  proposed  a  novel  framework

named EAND (Towards Effective Author Name Dis-

ambiguation  by  Hybrid  Attention),  a  unified  frame-

work that considers diverse information types, includ-

ing raw document features, the fusion feature, the lo-

cal  structural  information,  and  the  global  structural

information.  Our  framework  introduces  a  novel  fea-

ture extraction model that captures the influence be-

tween  multiple  types  of  feature  information,  fully

leveraging  the  contributions  of  each  raw  document

feature  to  effectively  tackle  the  AND  problem.  To

mitigate the MRDF issue, we designed a novel gener-

ating  strategy  that  extracts  local  structure  informa-

tion from the fusion feature and global structural in-

formation  from raw document  features.  Additionally,

we  addressed  the  SRDF  issue  by  utilizing  improved

similarity coefficients for quantifying the similarity of

pairwise publications. The L -Loss function was used

to encourage the vectors of positive pairs to be closer

than those of negative pairs in the vector space by in-

troducing structural information loss. Meanwhile, dif-

ferent  pruning  strategies  were  employed  for  feature

graphs  to  effectively  remove  noise.  Extensive  experi-

mental  results  demonstrated  our  proposed  method's

superiority over state-of-the-art methods, with an im-

provement  of  at  least  in  the  micro-F1  score

and  in the macro-F1 score. In the future, we

will  extend  the  proposed  framework  to  recommender

systems. 
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