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Abstract    As a primary computation unit, a processing element (PE) is key to the energy efficiency of a convolutional

neural  network (CNN) accelerator.  Taking advantage of  the  inherent  error  tolerance  of  CNNs,  approximate  computing

with high hardware efficiency has been considered for implementing the computation units of CNN accelerators. However,

individual approximate designs such as multipliers and adders can only achieve limited accuracy and hardware improve-

ments. In this paper, an approximate PE is dedicatedly devised for CNN accelerators by synergistically considering the da-

ta representation, multiplication and accumulation. An approximate data format is defined for the weights using stochas-

tic rounding. This data format enables a simple implementation of multiplication by using small lookup tables, an adder

and a shifter.  Two approximate accumulators are further proposed for the product accumulation in the PE. Compared

with the exact 8-bit fixed-point design, the proposed PE saves more than 29% and 20% in power-delay product for 3 × 3 and 5 ×
5 sum of products, respectively. Also, compared with the PEs consisting of state-of-the-art approximate multipliers, the

proposed design shows significantly smaller error bias with lower hardware overhead. Moreover, the application of the ap-

proximate PEs in CNN accelerators is analyzed by implementing a multi-task CNN for face detection and alignment. We

conclude that 1) an approximate PE is more effective for face detection than for alignment, 2) an approximate PE with

high statistically-measured accuracy does not necessarily result in good quality in face detection, and 3) properly increas-

ing the number of PEs in a CNN accelerator can improve its power and energy efficiency.

Keywords    approximate computing, convolutional neural network (CNN), sum of products (SoP), data representation,

multiplier

 

 1    Introduction

Convolutional  neural  networks  (CNNs)  have  suc-

cessfully  been  applied  to  many  applications,  such  as

image recognition[1, 2], face detection and alignment[3, 4],

video  recognition[5],  natural  language  processing[6],

among  others.  Inspired  by  the  working  principle  of

animal visual  cortex,  a CNN uses a small  number of

neurons  repetitively  to  respond  to  the  restricted  re-

gion  of  visual  fields  that  are  partially  overlapped[7].

Compared  with  a  multilayer  perceptron  (MLP)  con-

sisting of fully-connected layers, a CNN has a signifi-

cantly  simpler  connectivity  and  lower  computational

complexity;  thus,  a  CNN  makes  the  processing  of

more complex tasks and datasets possible using gener-

al-purpose processors with a high performance and ac-
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curacy[8].  For  a  better  trade-off  between  energy  effi-

ciency and performance, domain-specific hardware has

been  investigated,  e.g.,  tensor  processing  unit

(TPU)[9].  In  addition,  various  accelerators  have  been

devised for different CNNs for pursuing a higher ener-

gy-efficiency and performance[10–14]. In a CNN acceler-

ator, processing elements (PEs) are the basic units for

computing the sum of products (SoP) for the convolu-

tion operation, which usually consist of multiplier ar-

rays  and  accumulators  (or  multiply-and-accumulates

(MACs)). Fig.1 lists the number of required MACs in

the convolutional (CONV) layers and fully-connected

(FC) layers in several popular CNNs[15]. It shows that

the  computation  for  CONV  layers  is  becoming  in-

creasingly  dominating,  indicating  that  an  efficient

hardware  implementation  of  the  CONV layer  is  cru-

cial to a CNN accelerator.
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Fig.1.   Required  number  of  MACs  in  different  CNNs[15].  The
sizes  of  the  input  images  for  LeNet-5,  AlexNet  and  Overfeat-
fast are ,  and , respectively. The in-
put size for the other CNNs is 224 × 224.
 

Although  neural  networks  (NNs)  are  commonly

executed  in  floating-point  format  on  general-purpose

processors, a lot of work has been done on the quan-

tization especially on CNN accelerators[16–19] to impr-

ove  the  computing  efficiency.  In  these  quantization-

based  designs,  weights  and  activations  are  quantized

into low precision fixed-point formats, such as 16-bit,

8-bit  and  4-bit,  with  a  comparable  accuracy  to  their

32-bit floating-point counterparts. As fixed-point mul-

tiplication  and  addition  consume  fewer  hardware  re-

sources  than  their  corresponding  floating-point  de-

signs,  quantization  can  drastically  reduce  the  area

and  power  consumption  of  a  PE.  Due  to  the  exis-

tence  of  power  walls[20, 21],  the  smaller  area  and  the

less power a single PE consumes, the more computa-

tional  resources  can  be  integrated  on  a  single  NN

chip.  Thus,  higher  performance and energy efficiency

can be achieved. In addition, the memory size and ac-

cesses can also be reduced with bit-wise operations af-

ter quantization.

As  a  hardware-efficient  computing  paradigm,  ap-

proximate computing has widely been used in various

error-tolerant  applications  including  machine

learning[22, 23]. As a CNN is often used in human per-

ception related tasks (e.g., image recognition and face

detection) with a noisy input dataset, it can tolerate a

certain level of errors[24]. Moreover, many learning al-

gorithms  in  CNNs  are  probability-based,  and  do  not

require  exact  computation  results.  Therefore,  to

achieve improvements in performance, power and en-

ergy  efficiency,  approximation  techniques  can  be  ap-

plied  to  the  implementation  of  CNN  accelerators  at

the cost of acceptable quality loss.

Compared with adders, multipliers with relatively

high  complexity  are  more  frequently  considered  for

approximation in a deep neural network (DNN). Ap-

proximate multipliers have been applied to the imple-

mentations of MLPs and CNNs[25, 26], which results in

significant  reductions  in  delay,  area  and  power  con-

sumption without accuracy loss. However, the PEs in

these designs are not optimized with respect to a spe-

cific  type  of  applications  and  their  exact  floating-

point or fixed-point multipliers are simply replaced by

existing  approximate  multiplier  designs.  [27]  has

shown that some combinations of approximate multi-

pliers  and  adders  can  result  in  a  higher  accuracy  of

DNN  than  accurate  designs.  Moreover,  16-bit  fixed-

point  multipliers  are  utilized  in  [25],  which  is  very

conservative  for  the  inference  of  an  NN[28].  A  16-bit

multiplier  has  a  larger  approximation  space  than  an

8-bit multiplier that is more commonly used for infer-

ence.  Although  8-bit  approximate  multipliers  are  ex-

ploited  in  [26],  the  implemented  NNs  (MLP  and

LeNet-5) and tested datasets (MNIST and SVHN) are

relatively  simple.  Therefore,  it  is  not  yet  clear  about

how approximate computing benefits a CNN accelera-

tor, what kind of application scenarios approximation

can  be  applied  to,  or  what  level  of  approximation  a

CNN accelerator  can  accept  for  a  reasonable  accura-

cy.

In  this  paper,  an  approximate  PE  is  proposed

specifically  for  CNN  accelerators  considering  both

multiplication and addition. To simplify the multipli-
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cation  in  a  PE,  an  approximate  data  format  is  first

defined for the weights, where a stochastic rounding is

used to improve the accuracy of applications. A mul-

tiplication is then easily implemented by small lookup

tables (LUTs), an adder and a shifter. In addition, an

approximate  adder  tree  constructed  by  approximate

carry-propagate  adders  (CPAs)  and  an  approximate

Wallace tree consisting of full adders and an approxi-

mate CPA are designed for the product accumulation

in the PE. The simulation results show that the pro-

posed  approximate  PE  achieves  more  than  29%  and

20%  reductions  in  power-delay  product  (PDP)  com-

pared with the exact 8-bit designs for 3 × 3 and 5 ×
5  sum  of  products,  respectively.  Last  but  not  least,

the role of approximate PEs acting in a CNN acceler-

ator  is  analyzed  by  using  a  multi-task  CNN  (MTC-

NN)  for  face  detection  and  alignment,  i.e.,  applying

approximate PEs with different configurations in the

implementation  of  the  MTCNN.  Three  important

conclusions are drawn to guide the application of ap-

proximate computing in CNN accelerators.

The paper is organized as follows. Section 2 intro-

duces  the  basic  architecture  of  a  CNN and the  com-

putation  of  its  CONV  layer,  and  the  approximation

techniques for arithmetic circuits. An approximate PE

is then proposed for the SoP operation in CONV lay-

ers  in Section 3. Section 4 evaluates the approximate

PE  in  terms  of  accuracy  and  circuit  measurements.

Also,  several  state-of-the-art  approximate  multipliers

are  considered  for  comparison.  In Section 5,  the  ap-

proximate  PEs  are  further  assessed  in  a  multi-task

CNN. Finally, the paper is concluded in Section 6.

 2    Background

 2.1    CNN Accelerators

Fig.2 shows an example of CNN architecture con-

sisting of an input layer, three CONV layers, a pool-

ing layer, and an FC layer as the output layer. CNN

is  proposed  based  on  three  basic  architectural  ideas,

which  are  local  receptive  fields,  shared  weights  and

spatial  (or  temporal)  sub-sampling[1].  The  input  of  a

CNN is usually a set of 2-D feature maps (e.g., pixels

of  images),  where  each  2-D  map  is  referred  to  as  a

channel.  A  CONV layer  performs  the  convolution  of

an input channel (or an output feature map from its

previous layer) and a 2-D filter, i.e., repetitively com-

puting  the  sum  of  products  (SoP)  of  the  2-D  filter

and a same size  of  input that  is  denoted as  a  recep-

tive field. To introduce nonlinearity into CNN, a non-

linear  activation  function  (e.g.,  sigmoid  and  rectified

linear unit) is then applied to the outputs of a convo-

lution result. A pooling layer following a CONV layer

is used to sub-sample the output of a CONV layer by

keeping the average or maximal value of its receptive

filed. In addition, several FC layers are often added to

the end of a CNN for generating output information.

Wf ×Hf

Nin

Nout

As  CONV layers  dominate  the  computation  of  a

CNN, they are specifically focused in this paper. The

computation  structure  of  a  CONV layer  is  shown  in

Fig.3. In this computation, each input channel corre-

sponds to a 2-D filter with a size of , while all

channels share one bias. Thus, the number of 2-D fil-

ters for each output feature map is equal to the num-

ber of the input channels ( ), resulting in a 3-D fil-

ter. The number of 3-D filters is equal to the number

of the output feature maps ( ), as shown in Fig.3.

The output of a CONV layer is computed as 

O(u)(x)(y)

=
Nin−1∑
k=0

Wf−1∑
i=0

Hf−1∑
j=0

W (u)(k)(i)(j)I(k)(x+ i)(y + j) +B(u),

(1)

0 ⩽ x ⩽ Wout − 1 0 ⩽ y ⩽ Hout − 1

0 ⩽ u ⩽ Nout − 1 Wout Hout

O(u)

Nout Nin

Win ×Hin

Wout = Win −Wf + 1 Hout = Hin −Hf + 1

3× 3 5× 5

where , ,  and

.  and  are the width and the

height  of  an  output  feature  map ,  respectively.

W consists of  3-D filters. I contains  input fea-

ture maps with a size of . B is the bias vec-

tor. The size of each output feature map depends on

the sizes of the input feature map and the 2-D filter,

i.e.,  and .

Generally, the 2-D filter is very small. The commonly-

used sizes are  and .

Wf ×Hf Psum =∑Wf−1
i=0

∑Hf−1
j=0 W (u)(k)(i)(j)I(k)(x+ i)(y + j)

Wf ×Hf

Wf ×Hf − 1

As  depicted  in  (1),  the  basic  computation  opera-

tion  in  a  CONV  layer  is  a  SoP, 

.  Thus,  a

PE in a CNN accelerator is usually designed to imple-

ment a fixed size of SoP, consisting of a multiplier ar-

ray and an adder tree[25, 29, 30]. Consequently, 

multipliers  and  adders  are  required  in  a

conventional  PE.  The  critical  path  delay  and  circuit

area of the PE are given by 

101010Input

12123  3316
5510

1132

Output

10

CONV 1: 33 Pooling 1: 33 CONV 2: 33

CONV3: 3×3 FC

 
Fig.2.  Example of CNN architecture.
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tPE = tmul + ⌈log2(Wf ×Hf)⌉tadd,

and 

SPE = Wf ×Hf × Smul + (Wf ×Hf − 1)Sadd,

tmul tadd
Smul Sadd

where  and  are  the  critical  path  delay  of  the

multiplier  and  CPA,  respectively.  and  are

the circuit area of the multiplier and CPA, respective-

ly.  Note  that  the  CONV  layers  are  usually  imple-

mented  as  matrix  multiplications  in  general-purpose

processors by reshaping the inputs.

As  the  floating-point  representation  for  the  data

in  CNN  accelerators  significantly  limits  the  perfor-

mance  and energy efficiency,  a  lot  of  effort  has  been

made  on  the  simplification  of  data  representation.

Some  designs  directly  reduce  the  bit  width  of  data

and  are  usually  followed  by  a  retraining  operation.

Also, some studies modify the standard floating-point

representation format. [31] proposes a new data repre-

sentation format denoted as BISCALED-FXP, which

caters  to  the  disparate  range  and  resolution  require-

ments  of  long-tailed  data  distributions.  While  reduc-

ing the bit width of data, the same classification accu-

racy  can  be  remained.  This  design  leads  to

1.43x– 3.86x  and  1.4x– 3.7x  improvements  in  perfor-

mance  and  energy  efficiency,  respectively.  However,

the  SoP  operations  still  require  many  hardware  re-

sources  due  to  the  structural  limitations  of  floating-

point  adders.  To  solve  this  problem,  quantization  is

commonly  utilized  in  the  inference  of  CNNs,  which

represents  floating-point  numbers  in  fixed-point  for-

mat;  thus,  fixed-point  computing  elements  with  low

hardware consumption are sufficient. Numerous quan-

tization methodologies have been developed to ensure

a high accuracy for CNNs[32].

As most quantized CNN accelerators are designed

for  inference,  8-bit[30] or  16-bit[25, 29, 33] fixed-point

multipliers and 16-bit or larger fixed-point adders are

commonly used in a PE. Compared with using float-

ing-point  arithmetic  circuits,  using  small  fixed-point

designs  in  a  PE  can  significantly  reduce  its  critical

path,  area  and  power  consumption.  However,  with-

out  sufficiently  considering  the  characteristics  of  the

CONV layer,  a  straightforward  combination  of  basic

computing elements is not very efficient. Therefore, a

PE  is  proposed  in  this  paper,  specifically  for  the

CONV layer, taking advantage of the CNN character-

istics and approximation techniques[32].

 2.2    Approximate Arithmetic Circuits

Considering  that  a  large  number  of  applications

exhibit intrinsic error tolerance, massive research has

been  conducted  in  the  field  of  approximate  comput-

ing  to  achieve  hardware  improvements.  In  approxi-

mate  computing,  errors  have  been  viewed  as  a  com-

modity  that  can  be  traded  for  significant  gains  in
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Fig.3.  Computation architecture of a CONV layer.
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hardware-efficiency.  As  a  result,  it  has  been  compre-

hensively  investigated  in  compute-intensive  applica-

tions  with  error  tolerance  such  as  DNNs,  for  higher

performance-  and  energy-efficiency[12, 13].  As  MACs

dominate the computing hardware of a CNN accelera-

tor,  a  multiplier  is  usually  approximated  due  to  its

relatively  high  complexity  and  error  tolerance  com-

pared  with  an  adder[27].  Thus,  the  commonly-used

structures  of  approximate  multipliers  and  several

state-of-the-art designs are introduced next.

8× 8

A = A7...A0 A =
∑i=7

i=0 Ai2
i

B = B7...B0 B =
∑i=7

i=0 Bi2
i P = A×B

Considering  an  unsigned  fixed-point  multi-

plier with the inputs  ( ) and

 ( ),  the product 

can be given by 

P =
i=7∑
i=0

j=7∑
j=0

(AiBj)2
i+j.

The corresponding classical unsigned fixed-point mul-

tiplier  is  shown  in Fig.4,  and  it  consists  of  a  partial

product generation (PPG) unit, a partial product re-

duction (PPR) tree, and a final CPA. The PPG unit

ANDs  each  multiplier  bit  with  all  the  multiplicand

bits with a radix (power of 2). Booth encoding is also

commonly used in the PPG to reduce the number of

partial products, thus reducing the circuit area. For a

fast accumulation, the reduction tree conducts paral-

lel  compression  to  collapse  the  partial  products  into

two  operands,  which  are  fed  to  the  final  adder  for

generating the final product.
 

0123456789101112131415

Final Adder

Reduction

Tree

Carry Sum

8   Mode
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Generation





 
Fig.4.  A classical 8×8 unsigned fixed-point multiplier.

 

Many  schemes  have  been  proposed  to  approxi-

mate a multiplier at the stages of PPG and PPR. For

the  approximation  in  PPG,  some  bits  of  the  input

operands or the partial product array are truncated or

perforated;  thus,  a  smaller  multiplier  or  PPR tree  is

sufficient  for  processing  the  remaining bits  compared

with  conventional  designs.  Example  designs  include

the truncated multiplier,  the partial  product perfora-

tion-based  multiplier[34],  the  error-tolerant  multip-

lier[35],  and  the  dynamic  range  unbiased  multiplier

(DRUM)[36].  The  omitted  and  remaining  bits  can  be

either  statically  or  dynamically  selected  according  to

the truncation scheme. The latter is more accurate at

the cost of a more complex circuit for dynamically se-

lecting the input operands and post processing the in-

termediate  results.  Moreover,  dynamic  selection  can

result in unbiased errors; thus, it is suitable for accu-

mulative operations[27].  To achieve a better accuracy-

hardware tradeoff, error compensation circuits can be

formulated through probabilistic analysis of the trun-

cated partial products. For instance, the approximate

Booth  multipliers  in  [37, 38]  are  designed  based  on

the approximation in PPG and error compensation.

The approximation at the PPR stage focuses more

on  the  circuit  itself.  This  type  of  approximation  ap-

proaches  commonly  relies  on  logic  simplification,

which simplifies the compression elements through the

Karnaugh  map  or  other  circuit  related  methods.  As

an  efficient  compression  element,  4-2  compressor  is

commonly  approximated  to  substitute  some  less  sig-

nificant  exact  compressors.  For  instance,  approxi-

mate  multipliers  in  [39–41]  are  devised based on ap-

proximate 4-2 compressors. [40] proposes five architec-

tures  of  high-accuracy  approximate  4-2  compressors

with  shorter  critical  paths  by  decomposition  and  re-

combination  methods  which  are  then  used  to  con-

struct multipliers with a better tradeoff between accu-

racy  and  hardware.  To  lower  the  error  probability,

the  partial  products  with  different  probabilities  can

be obtained by different encoding schemes. The com-

pressors in the PPR can then be simplified and reor-

ganized as per the encoding results[42].

Compared  with  the  above  approximation  meth-

ods at the circuit level, approximating at the algorith-

mic  level  can  achieve  more  benefits  in  hardware.  As

the  first  attempt,  the  Mitchell  algorithm uses  simple

operations  to  approximate  the  logarithmic  and  anti-

logarithmic computations of binary numbers[43]. Thus,

an  adder  is  utilized  to  do  the  multiplication.  This

multiplier  is  the  basis  of  the  logarithmic  multipliers,

denoted  as  LM-ORG  in  this  paper.  To  improve  the

accuracy  of  LM-ORG,  a  truncated  binary-logarithm

converter  and  a  set-one-adder  (SOA)  are  used  in

Tong Li et al.: Approximate PE for CNN Accelerators 313



ALM-SOA[44]. In the SOA, some least significant bits

of the addition result are set to constant ``1’’s and an

AND gate is used to generate a carry-in for the accu-

rate  sub-adder  processing  the  higher  bits.  Moreover,

[45] improves the Mitchell algorithm by mitigating its

single-sided  errors.  Two  approximate  multipliers  are

achieved  by  using  the  exact  (ILM-EA)  and  approxi-

mate  adders  (ILM-AA),  respectively.  In  general,  the

logarithmic  approximation  based  multipliers  (LMs)

are very hardware-efficient for the applications requir-

ing large bit width yet with large errors.

As  different  approximation  approaches  result  in

various error and circuit characteristics, proper meth-

ods  should  be  selected as  per  the  application scenar-

ios and requirements. In the quantized CNN accelera-

tors, since the multiplier of small bit width is general-

ly  used,  the  approximation  multiplier  with  a  better

optimization  in  the  computation  of  small  inputs

would result  in a high accuracy.  In addition,  the cu-

mulative  effect  of  bias  on  errors  is  catastrophic  for

CNNs  and  needs  to  be  considered  with  particular

care[27].

 3    Design of Approximate PE

To design an approximate PE with a good trade-

off  between  accuracy  and  hardware  overhead,  data

representation,  multiplication,  and  accumulation  are

comprehensively studied.

 3.1    Approximate Data Representation

Format

In  a  CNN  accelerator  for  inference,  the  trained

weights and input data are often stored in an offchip

or  onchip  memory.  Thus,  the  storage  precision  and

format are predetermined and can be adapted for an

efficient computing. To benefit from this observation,

we propose to define an approximate data format for

the weights, aiming to facilitate the design of approxi-

mate multiplications for quantized CNNs.

Floating-point  formats  such  as  single  precision

and half precision are usually used for a computation

that  requires  a  wide  dynamic  range  and/or  a  high

precision.  A  floating-point  format  consists  of  a  sign

(1-bit), an exponent (8-bit for single precision and 5-

bit for half  precision) and a mantissa (23-bit for sin-

gle precision and 10-bit for half precision). In a float-

ing-point  format,  the  width  of  the  exponent  deter-

mines the dynamic range, and the width of the man-

tissa  influences  the  precision  (or  resolution).  As  dis-

cussed in Section 1, a CNN is error-tolerant due to its

noisy  inputs,  human  perception  related  application

scenarios,  and  learning  algorithms.  Thus,  a  wide  dy-

namic range is more important than a high precision

for  the  computations  in  a  CNN  accelerator.  To  this

end,  Google  has  proposed  a  new  floating-point  for-

mat with 8-bit exponent and 7-bit mantissa to enable

the capability of training in TPUv2[46]. Although this

representation  significantly  improves  the  energy  effi-

ciency,  floating-point  computing  elements  with  high

complexity  are  necessary.  To  avoid  using  floating-

point  computations  while  maintaining  a  wide  repre-

sentation  range  in  the  quantized  CNNs,  an  approxi-

mate  format  with  tunable  dynamic  range  is  defined

for  approximately  representing  the  weights.  In  this

format,  the  bit  width  of  weights  can  be  decreased,

and the mantissa width can be adjusted as needed for

precision.

W

In general, the weights in CNNs exhibit a long tail

distribution, i.e., a significant majority of the weights

have  small  magnitude,  whereas  a  small  fraction  of

them  are  orders  of  magnitude  larger.  This  is  consis-

tent with the characteristic of floating-point represen-

tation,  where  smaller  numbers  are  more  densely  dis-

tributed  with  higher  resolution  and  larger  numbers

are sparsely represented with lower resolution, as de-

picted  in Fig.5.  Thus,  similar  to  the  floating-point

representation,  the  value  of  in  the  newly  defined

approximate format is given by 

W = (−1)sign × (1 +
mantissa

2m
)× 2exponent−bias,

0

maxmin

Denser Sparser

-max -min

DenserSparser

-∞ +∞

Overflow

Region

Negative

Numbers
Underflow

Regions

Positive

Numbers
Overflow

Region

... ... ... ...

 
Fig.5.  Floating-point number representation.
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sign exponent mantissa e

m bias

e m

where ,  and  are 1-bit sign, -

bit exponent and -bit mantissa, respectively.  is

the exponent bias that is determined by the range of

the weight set. Also, the values of  and  vary with

the required dynamic range and precision respectively.

Zero  is  indicated  when  all  bits  in  the  exponent  and

mantissa are 0.

n

nint nfrac

e bias

21−bias

2−nfrac bias nfrac + 1

max(exponent)− bias+ 1 = log2(max(|weight|))
max(exponent)

exponent max(exponent) = 2e − 1 max(|weight|)

weight 2nint

e = log2(nint + bias) =

log2(nint + nfrac + 1) = log2(n) e

bias

e = ⌈log2(n)⌉ bias = nfrac + 1

To represent  an -bit  fixed-point  number  with  1

sign bit,  integer bits and  fractional bits in the

approximate format,  and  should be determined

to  guarantee  the  representation  range.  As  the  mini-

mum possible non-zero magnitudes that the proposed

and fixed-point formats can be represented are 

and  respectively,  should be equal to .

Also, ,

where  is  the  maximum  value  of

,  i.e., . 

is  the  maximum absolute  value  of  the  number  to  be

approximated ( ), which is approximately  in

a  fixed-point  format.  Thus, 

.  Consequently,  and

 of  the  approximate  format  are  given  by

 and ,  respectively.  The

NaN (not a number) and infinite number in IEEE-754

standard  are  discarded  and  replaced  by  more  valid

weight values, which increases the dynamic range and

resolution that can be represented. Also, it is unneces-

sary  to  support  subnormal  numbers  but  to  increase

the valid values of the minimum scale, and the corre-

sponding hardware can be simplified.

weight = (w7w6.

w5 . . . w0)2 nint = 1

nfrac = 6 e = 3

bias = 7

m

sign = w7 exponent = ⌊log2|weight|⌋+ bias = 6

mantissa = (01)2 + rs rs
rs

(w2w1w0)2
S

S

(n−m− 2)

In the approximate format, the width of the man-

tissa is reduced to the most extent to simplify the im-

plementation  of  a  multiplication.  Meanwhile,  to  en-

sure  a  high  accuracy  for  the  entire  computation,  a

stochastic  rounding  is  exploited  for  generating  the

mantissa. Fig.6 shows an example of transforming an

8-bit  fixed-point  number  to  the  approximate  format,

where  the  8-bit  fixed-point  number  (

) contains 1 sign bit, 1 integer bit ( )

and  6  fractional  bits  ( ).  Thus,  and

 for  the  approximate  format.  The  width  of

the  mantissa  is  set  to  2  in  this  example.  In  this

case, , ,

and , where  is a binary bit for

stochastic  rounding.  Specifically,  is  generated

stochastically  by  comparing  the  ignored  bits

 with a random (or pseudorandom) number

 that is uniformly distributed. To keep a high accu-

racy, the bit width of  should be equal to or larger

than , and ``0’’s should be appended to the

(n−m− 2) rs =

S ⩽ (w2w1w00)2 rs =

rs (w2w1w00)2/

24

least significant bit positions if the number of ignored

bits  is  smaller  than .  Then,  “ 1”  if

; otherwise  “0”. This ensures that

the probability of  being “1” is close to 
[47].

 3.2    Multiplier Design

Representing both the input operands of the mul-

tiplication  in  approximate  format,  the  multiplication

can be easily implemented by a reduced-width multi-

plier and an adder. However, the accumulation for the

numbers  in  approximate  format  requires  exponent

alignment and normalization, which results in a high-

er  complexity  compared with  that  in  fixed-point  for-

mat. Moreover, the stochastic rounding process makes

the situation worse. Thus, in this design, the weights

of a CNN are stored in the proposed approximate for-

mat,  whereas  the  input  data  and  output  results  of

each layer are represented in standard fixed-point for-

mat.  The  weights  are  converted  to  the  approximate

format  offchip;  hence,  no  hardware  overhead  is  in-

creased  for  the  format  conversion.  In  this  case,  the

multiplication is simplified while the workload for the

accumulation is not increased.

m× n

As  a  result,  the  multiplication  can  be  completed

by a reduced-width multiplier and a shifter. The car-

ry-save  array  and  Wallace  tree  are  the  two  basic

structures for implementing the PPR of a multiplier.

Also,  an  LUT-based  multiplier  can  be  very  efficient

for  a  small  size.  Conventional  LUT-based  computa-

tion relies on memory devices to save the fixed set of

multiplication  results.  Here,  we  do  not  need  to  use

SRAM or  register  files  because  the  LUT stores  fixed

values and can be shared among different units. Small

LUTs  can  be  implemented  with  pure  combinational

logic leveraging power and ground as ``1’ ’s and ``0’ ’s
respectively,  thus  consuming  less  area  and delay.  To

perform an  multiplication, an LUT with a size

Fixed-Point

Approximate

Format

0 0 1 0 1 1 1 0

Sign Exponent Mantissa

.

0 1 0 1

Sign Int Fractional Part

 

 
Fig.6.  Transformation from an 8-bit fixed-point number to the
proposed approximate format.
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2m+n

3× 5

of  is required, i.e., the size of LUT increases ex-

ponentially with the size of the multiplication. Thus,

the efficiency of an LUT-based multiplier depends on

its size. To figure out the proper sizes for a multiplier

that  can  be  efficiently  implemented  by  using  LUTs,

different sizes of multipliers implemented using LUT-

based and array structures are evaluated. Fig.7 shows

the  hardware  comparison  of  the  multipliers  with  dif-

ferent structures in critical path delay, power dissipa-

tion,  area  and  power-delay  product  (PDP).  As  per

Fig.7, an LUT-based multiplier has a smaller or simi-

lar  delay  compared  with  an  array  multiplier  for  the

same size.  However,  the  area  and  the  power  dissipa-

tion of an LUT-based multiplier increase more rapid-

ly  with  the  size  than  those  of  an  array  multiplier.

Considering  the  PDP,  an  LUT-based  multiplier  is

more efficient than an array multiplier when the size

is  smaller  than .  As  the  mantissa  width  of  the

weights  represented  in  approximate  format  is  very

small,  the  required  multiplier  for  the  PE can  be  im-

plemented by several small sub-multipliers. Therefore,

LUTs are utilized in this design for implementing sub-

multipliers to lower the critical path delay and power

dissipation.

W

D

W = (−1)Sw2Ew−bias(1 +Mw2
−2)

D = (−1)d521 +
∑4

i=0 di2
i−4

Fig.8 shows  the  implementation  structure  for  the

multiplication  of  weight  in  the  approximate  for-

mat and data  in the fixed-point format, where the

bit widths for both of the two operands are 6-bit. The

multiplication of  and

 is computed as
 

Pout = W ×D = (−1)Sw2Ew−bias−6Mint ×Dint, (2)

Sw = w5 Ew = (w4w3w2)2 Mw = (w1w0)2
W

Mint = (1w1w0)2 = 22 +
∑1

i=0 wi2
i

Dint = (−1)d525 +
∑4

i=0 di2
i

where ,  and 

are the sign, exponent and mantissa of , respective-

ly.  is  an  unsigned

integer, and  is a signed in-
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Fig.7.  Circuit characteristic comparison of LUT-based and array multipliers. (The clock frequency for the syntheses is 2 GHz.) (a)
Delay. (b) Power. (c) Area. (d) PDP.
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2× 6

Mint ×Dint

2× 6

teger  in  2's  complement.  As  per  (2),  this  multiplica-

tion  can  be  implemented  by  using  a  multiplier

( ),  a shifter and a sign processing. To bet-

ter exploit the advantages of LUTs in small bit width

multiplications, the  multiplier is further divided

into two small LUT-based sub-multipliers.

To determine the sizes of  the two LUTs, the cir-

cuit  balance  in  the  data  path  should  be  considered.

Imbalance  data  paths  within  the  circuit  can  cause

many spurious activities and glitches[48]. Also, the im-

balance  can  propagate  to  the  product  accumulation

stage  of  the  PE,  which  results  in  a  lot  of  bootless

power consumption. The higher bits of the adder need

to wait for the carries from the lower bits. If the out-

puts from the left LUT in Fig.8 arrive before the car-

ries,  the  flips  are  spurious  activities  and  propagate

downwards.  Therefore,  a  larger  LUT  for  generating

the higher bits and a smaller LUT for the lower bits

would help balance the inputs inside the adder,  thus

(1w1w0)2 × (d5d4d3d2)2 (1w1w0)2 × (d1d0)2
(1w1w0)2

22+4 = 64 22+2 = 16

P0 = (1w1w0)2 × (d1d0)2
P1 = (1w1w0)2×(d5d4d3d2)2

P1

P0 P1 9

|Ew − bias− 6| Pout

reducing  the  power  consumption.  It  should  be  noted

that  the  circuit  balance  cannot  completely  eliminate

all  spurious  activities,  but  reducing  imbalance  can

save  power.  Consequently,  the  two  LUTs  implement

 and .  As

 contains a constant “1”, the sizes of the re-

quired LUTs are  and , respective-

ly.  Specifically,  is  an  unsig-

ned multiplication, whereas 

is  a  multiplication  of  an  unsigned  number  and  a

signed number. Thus, the multiplication results stored

in the two LUTs are different, as shown in Fig.8. As

the multiplication result  has the same sign as the

input data,  only 6-bit  results  are stored in the LUT.

Then,  a  simple  adder  is  used  to  add the  two partial

products  and , resulting in a -bit output. By us-

ing a shifter, the addition result is right or left shift-

ed by  bits. Finally,  is obtained af-

ter a sign processing by using a 1's complement oper-
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P0i P1i i i = 0, 1, · · · P0 P1Fig.8.  Proposed multiplication structure.  and  are the -th ( ) partial product bits of the partial products  and ,

respectively.
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Pout

w5 =

ation, i.e.,  is the inverted output of the shifter if

 “ 1” ;  otherwise  it  is  the  output  of  the  shifter.

Note that the product result is in fixed-point format.

2× 6

Table 1 shows the comparison of circuit measure-

ments  for  multipliers  implemented  by  using  different

decomposition  schemes.  It  shows  that  the  multiplier

based on two LUTs is superior to the one implement-

ed by using a single LUT. Compared with a  ar-

ray  multiplier,  the  proposed  two  LUT-based  designs

are better in delay, area and PDP. For a larger multi-

plication,  the  array  multiplier  outperforms  the  LUT-

based  designs.  Thus,  the  array  multiplier  should  be

utilized for the proposed multiplication when a larger

size is required.

 
 

Table  1.   Circuit Measurements of the Multipliers Using Dif-
ferent Design Schemes

Size Design µPower ( W) Delay (ns) µArea ( m2) PDP (fJ)

2 × 6 Array 4.15 0.36 47.12 1.494

LUT 7.72 0.30 58.46 2.316

2 LUTs 4.23 0.25 25.57 1.058

3 × 6 Array 9.81 0.41 63.25 4.022

LUT 12.97 0.50 233.20 6.485

2 LUTs 11.64 0.42 69.67 4.889

 3.3    Accumulator Design

Wf ×Hf − 1

Wf ×Hf

k k

k

An  adder  tree  (AT)  constructed  by 

CPAs is  commonly  used  to  accumulate  the  products

in a  SoP. In a CNN, the output of one layer

is  the  input  of  the  next  layer;  the  output  of  a  PE

should be rounded to a fixed width.  Thus,  the lower

part of  a PE result  is  less  important and can be ap-

proximated. To lower the hardware overhead, an ap-

proximate adder with the approximate lower part can

be used in an AT. In the proposed design, the lower-

part-OR (LOA) adder with close to zero mean error is

exploited to guarantee a high accuracy[49]. In an LOA,

 lower  bits  of  an  adder  are  added  by  using  OR

gates, and an AND gate is used to generate a carry-in

for  the  exact  adder  that  processes  the  higher  bits[50].

The  accuracy  of  an  LOA varies  with ,  so  does  the

AT using LOAs.  The critical  path delay and area of

the LOA-based AT are 

tAT = ⌈log2(Wf ×Hf)⌉tLOA,

and 

SAT = (Wf ×Hf − 1)SLOA,

tLOA SLOAwhere  and  are  the  critical  path  delay  and

area of the utilized LOA respectively.

Wf ×Hf

In addition, a Wallace tree (WT) can be used for

a  fast  accumulation.  As  shown  in Fig.9,  a  WT  con-

sists of full adders (FAs) and a CPA, where the FAs

in each stage work in parallel. The critical path delay

and area of a WT with  inputs are given by 

tWT = ⌊log1.5(Wf ×Hf)⌋tFA + tadd,

and 

SWT = n(Wf ×Hf − 2)SFA + Sadd,

tFA SFA

n

where  and  are the critical path delay and area

of a FA, respectively, and  is the bit width of the in-

put operands. Compared with the conventional AT, a

WT for the same number of inputs has a shorter criti-

cal path[51]. To further reduce the hardware overhead,

an LOA is utilized for the final addition of the WT as

shown in Fig.9.

 

...

...
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...

...
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...

...

Final Adder

Exact Adder

Input Bit

Sum Bit
Full Adder

Carry Bit

Remain Bit

 
Fig.9.   A  9-input  Wallace  tree  consisting  of  full  adders  and  a
multi-bit adder.

 4    Evaluation of PEs

This section evaluates the merits  of  the proposed
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8× 8

approximate PEs. Based on the approximate data for-

mat,  multiplier,  and  accumulator,  this  paper  propos-

es two PE structures. For the purpose of comparison,

one  exact  and  four  approximate  PEs  consisting  of

state-of-the-art approximate  multipliers are con-

structed. While the exact WT is utilized, the multipli-

er varies from the exact design to an existing approxi-

mate  design.  The  considered  multipliers  are  denoted

as  Exact,  Prop,  4-2com1,  4-2com2,  Truc-Booth,

DRUM-k5,  DRUM-k6,  ALM-ORG,  ALM-SOA3,  and

ILM-EA, which are specified as follows:

● Exact:  the  exact  multiplier  considered  here  is

implemented  based  on  the  Booth  encoding;  the  par-

tial products are accumulated by using exact WT;

● Prop: the proposed LUT-based multiplier;

● 4-2com1:  the  multiplier  using  the  approximate

4-2 compressor in [40] for the PPR;

● 4-2com2:  the  multiplier  using  the  approximate

4-2 compressor in [39] for the PPR;

● Truc-Booth:  the  approximate  truncated  Booth

multiplier proposed in [37];

5× 5● DRUM-k5:  the DRUM [36] using a  accura-

te multiplier;

6× 6● DRUM-k6:  the DRUM [36] using a  accura-

te multiplier;

● ALM-ORG:  the  LM  using  the  Mitchell  algo-

rithm[43];

● ALM-SOA3: the ALM-SOA using three approx-

imate LSBs in the SOA[44];

● ILM-EA: the LM using an improved Mitchell al-

gorithm and an accurate adder[45].

3× 3 5× 5

3× 3 5× 5

n nint m

As  and  filters  are  widely  used  in

CNNs, the PEs with sizes of  and  are im-

plemented  and  evaluated  in  terms  of  error  and  cir-

cuit characteristics. Fig.10 summarizes the delay, area

and PDP comparison of different PEs with respect to

MED, AVE and MRED. AVE is the average value of

the  errors,  which  indicates  the  error  bias  of  an  ap-

proximate arithmetic circuit. MED is the mean of the

absolute  errors,  and  MRED is  the  mean  of  the  rela-

tive error distance[27]. In this simulation, ,  and 

are set to 8,  1 and 2, respectively.  The error metrics

are achieved by Monte Carlo simulations with 10 mil-

lion random input combinations. The circuits are im-

plemented in Verilog and synthesized in TSMC 28 nm

technology with a supply voltage of 0.81 V using Syn-

opsys Design Compiler. For the syntheses, all designs

are imposed on the minimum area constraints, under

a clock frequency of 500 MHz.

As  shown  in Fig.10,  the  accumulation  of  more

multiplication results  generally leads to larger errors.

For a specific structure of PE, the values of MED and

MRED increase with their sizes except for the MRED

of DRUM. In terms of AVE, all the designs are con-

centrated  around  0  except  for  4-2com2  and  Truc-

Booth.  Although  the  AVE  of  4-2com1  is  not  very

large,  it  is  still  more  deviated  from 0.  The  proposed

design has  significantly  small  AVEs,  which is  consis-

tent with our expectation for using stochastic round-

ing.  DRUM-k6  and  ILM-EA  also  have  very  small

AVEs  due  to  their  unbiased  approximation  schemes.

It  is  worth noting that  the AVE of  ALM-ORG with

single-sided errors in the unsigned design is very close

to 0. This is because the single-sided errors turn to be

symmetric in the signed design. Although ILM-EA us-

es  an  error  compensation  scheme  to  ensure  unbiased

errors, its AVE is larger than that of ALM-ORG be-

cause the errors in the signed ILM-EA are not strict-

ly symmetric. The error biases can be accumulated in

the CNNs, leading to non-convergence[27].

5× 5

3× 3

3× 3 5× 5

Figs.10(a)–10(c) demonstrate the relationship bet-

ween delay and accuracy for the considered PEs. The

delay increases as MED and MRED decrease, indicat-

ing a compromise between accuracy and performance.

It can also be inferred that the PEs are more evenly

optimized for the speed at a larger size under the con-

dition  that  the  minimum  area  is  the  synthesis  con-

straint.  The  PEs  have  smoother  delay  varia-

tions  compared with  the  PEs,  and their  delays

are all  close to the Exact PE. The PEs with smaller

values  of  MED and MRED generally  have  larger  ar-

eas,  as shown in Figs.10(d)–10(f).  Our proposed des-

ign  has  the  smallest  delay  and  area  compared  with

the  other  PEs  except  for  Truc-Booth  with  substan-

tial  errors.  Although  LMs  are  hardware-efficient  in

the unsigned multiplication especially for a large bit-

width, they cannot beat the other approximate multi-

pliers due to their extra consumption in the data con-

version  from  unsigned  into  2's  complement.

Figs.10(g)–10(i) illustrate that approximate PEs exhi-

bit  a  similar  PDP  trend  versus  both  MED  and

MRED. Except for the Truc-Booth, our proposed ap-

proximate PE has the smallest PDP. On average, the

approximate  and  PEs achieve  about  29%

and  20%  reductions  in  PDP  compared  with  the  Ex-

act design.

k

To assess the accumulator, Fig.11 reports the cir-

cuit  and  error  characteristics  of  the  proposed  PEs

consisting  of  proposed  approximate  multipliers  and

accumulators  with  different  parameters.  The  WT-0

and  AT-0  are  the  exact  WT  and  AT  accumulators,

respectively;  thus,  they  have  the  same  error  results.

For a same , the PEs using AT show larger values of
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5× 5

k

k

k

MED  and  MRED  than  those  using  WT.  The 

PEs show relatively large AVEs when  equals 6 or 8,

due  to  the  error  accumulation.  However,  benefiting

from the  unbiased designs  for  the  multiplier  and the

accumulator,  the  AVEs  of  the  proposed  PEs  are

around 0 for all  values. This indicates that the pro-

posed PE is unbiased. Figs.11(g)–11(i) show that the va-

lue of  does not have a significant effect on the over-

all  PDP of  the  PEs.  This  means  that  the  accumula-

tor is not so important as the multiplier to the hard-

ware overhead of the PE. As the ‘‘compile ultra’’ op-

eration is used in the syntheses, the values of the crit-

ical path delay for the considered PEs are not strict-

3× 3

5× 5

ly  consistent with a theoretical  analysis.  Overall,  the

 PEs  using  WTs as  the  accumulators  are  faster

than those using ATs, whereas the PEs using ATs are

more  hardware-efficient  than  those  using  WTs  for

 PEs.

 5    Application  of  Approximate  PEs  to  CNN

Accelerators

This  section  analyzes  the  application  of  the  ap-

proximate  PEs in  CNN accelerators.  Specifically,  the

possible  approximation  level  of  PEs  is  tested  for  an

acceptable  accuracy  loss  in  a  CNN.  The  application
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Fig.10.   Error  and  circuit  characteristics  of  the  considered  3×3  and  5×5  PEs  with  different  multiplication  schemes.  (a)  Delay  vs
MED. (b) Delay vs MRED. (c) Delay vs AVE. (d) Area vs MED. (e) Area vs MRED. (f) Area vs AVE. (g) PDP vs MED. (h) PDP
vs MRED. (i) PDP vs AVE.
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scenarios that approximate PEs can be used are ana-

lyzed.  Moreover,  the power efficiency and the energy

efficiency of the CNN accelerators using approximate

PEs are evaluated.

As two basic tasks using CNNs, face detection and

alignment  have  widely  been  investigated.  Using  the

correlation  between  these  two  tasks,  a  multi-task

CNN (MTCNN) has been proposed for joint face de-

tection  and  alignment[3, 30].  In  this  MTCNN,  three

CNNs,  the  proposal  network  (P-Net),  the  refine  net-

3× 3

work  (R-Net),  and  the  output  network  (O-Net),  are

cascaded. The P-Net is a fully convolutional network

consisting  of  four  CONV  layers  and  a  max-pooling

layer;  the  R-Net  has  three  CONV  layers,  two  max-

pooling layers and two FC layers; the O-Net has four

CONV layers,  three  max-pooling  layers  and  two  FC

layers. The filter size for all the CONV layers is .

To  analyze  the  accuracy  and  hardware  capabili-

ties  of  approximate  PEs  in  the  application  of  CNN

accelerators, approximate PEs with various configura-

0.2

0.4

0.6

0.8

1.0

1.2

MED

1

2

3

4

5

6

MED

0.9

1.0

1.1

1.2

1.3

MED

0.2

0.4

0.6

0.8

1.0

1.2

MRED

1

2

3

4

5

6

MRED

0.9

1.0

1.1

1.2

1.3

MRED

0.2

0.4

0.6

0.8

1.0

1.2

AVE

1

2

3

4

5

6

AVE

0.9

1.0

1.1

1.2

1.3

AVE

WT-0(33)
WT-0(55)
AT-0(33)
AT-0(55)

WT-4(33)
WT-4(55)
AT-4(33)
AT-4(55)

WT-6(33)
WT-6(55)
AT-6(33)
AT-6(55)

WT-8(33)
WT-8(55)
AT-8(33)
AT-8(55)

103 103 103

(a)

400 600 800 0.15 0.16 0.17 0.18 0.19 -12-15 -9 -3 3-6 60

-12-15 -9 -3 3-6 60

-12-15 -9 -3 3-6 60

400 600 800 0.15 0.16 0.17 0.18 0.19

400 600 800 0.15 0.16 0.17 0.18 0.19

 (b) (c)

(d) (e) (f)

(g) (h) (i)

P
D

P
 (

p
J
)

D
e
la

y
 (

n
s)

A
re

a
 (
m
m

2
)

P
D

P
 (

p
J
)

D
e
la

y
 (

n
s)

A
re

a
 (
m
m

2
)

P
D

P
 (

p
J
)

D
e
la

y
 (

n
s)

A
re

a
 (
m
m

2
)

 
Fig.11.  Error and circuit characteristics of the considered 3×3 and 5×5 PEs with different numbers of lower bits for approximate ac-
cumulation. (a) Delay vs MED. (b) Delay vs MRED. (c) Delay vs AVE. (d) Area vs MED. (e) Area vs MRED. (f) Area vs AVE. (g)
PDP vs MED. (h) PDP vs MRED. (i) PDP vs AVE.
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tions are used to implement the above MTCNN. Also,

the  PEs  consisting  of  state-of-the-art  approximate

multipliers  considered  in Section 4 are  tested  in  this

application.  Note  that  the  CNN  accelerators  are  de-

signed for the inference of the MTCNN. The approxi-

mate PEs are utilized in both CONV and FC layers.

The accuracy and circuit measurements of the MTC-

NN accelerators using different PE structures are re-

ported in Table 2, where the synthesis clock frequen-

cy  for  the  power  and  area  estimation  is  700  MHz.

TPR and NME are the true positive rate for the face

detection  on  the  FDDB[52] dataset  and  the  normal-

ized mean error for the face alignment on the AFLW

dataset[53],  respectively.  MACs/Frame  indicates  the

number of  required MACs to detect  the faces  in one

image averaged over the FDDB dataset.

<

Due  to  the  large  error  biases,  the  approximate

multipliers  4-2com1,  4-2com2,  and  Truc-Booth  can-

not achieve converged face detection results  (TPR 

0.1%),  as  shown  in Table 2.  Also,  the  TPR  for

DRUM-k5  is  very  low.  Thus,  in  the  design  of  CNN

accelerators, AVE is the most important error metric

for the approximate PE, i.e., its value should be close

to 0 in order to make the system work. The proposed

AT-4,  DRUM-k6,  and  ILM-EA result  in  high  TPRs.

However,  the  latter  two  designs  show  poor  NMEs.

Thus, they are suitable for face detection rather than

alignment. Table 2 also  shows  that  the  NME results

on  the  AFLW  dataset  are  approximately  consistent

with the error characteristics reported in Fig.11, i.e., a

PE with a higher  accuracy leads to a lower NME in

the accelerator. Note that the NME for AT-8 is mean-

ingless  due  to  its  significantly  small  TPR.  However,

the  approximate  PEs  with  small  values  of  statistical

error  metrics  do  not  necessarily  result  in  high  TPRs

in CNN accelerators,  e.g.,  the CNN accelerator using

CR has a lower TPR than those using WT-0, WT-4,

WT-6, AT-0, AT-4 and AT-6. The only difference be-

tween CR and WT-0 is the rounding scheme utilized

in  the  approximate  format.  Rounding  to  the  nearest

number is used in CR in lieu of the stochastic round-

ing. The accelerator implemented by using an approx-

imate PE can achieve a very close TPR to the Exact

design, whereas its NME is relatively large. These in-

dicate  that  the  statistically-measured  error  results

cannot properly guide the utilization of  PEs in CNN

accelerators;  using  stochastic  rounding  in  a  CNN ac-

celerator improves the accuracy of face detection; the

approximate  PE is  more  effective  for  the  face  detec-

tion than for alignment.

Peff

Eeff

Considering control logic and memory, the 16 PEs

account  for  around  10.5%– 14.9%  of  the  area  of  the

entire  accelerator,  as  shown in Table 2.  The area re-

duction due to the approximate PE is about 4% com-

pared with the Exact 8-bit design. With a similar or

higher  accuracy,  the  proposed  PEs  also  outperform

DRUM in  terms  of  power,  speed  and  area.  In  addi-

tion, the power efficiency  and the energy efficien-

cy  of  a  CNN accelerator  are  computed;  they are

given by 

Peff =
NPE ×Nmul ×RPE × fclk

P
, (3)

Table  2.   Accuracy and Circuit Measurements of the MTCNN Accelerators with 16 PEs

Design TPR

(%)

NME

(%)

Peak Frequency

(MHz)

Power

(mW)

Area

(mm2)

Peak Performance

(GOPS)

MACs/

Frame (G)

Peff

(TOPS/W)
Eeff

(mJ/Frame)

Exact 90.37 3.58 740 47.544 0.153 7 107 0.598 2.120 0.282

CR 83.39 3.43 783 45.984 0.147 5 113 0.590 2.192 0.269

WT-0 85.48 4.14 797 45.984 0.147 5 115 0.533 2.192 0.243

WT-4 87.68 4.30 796 45.998 0.147 6 115 0.528 2.191 0.240

WT-6 85.26 8.46 803 45.836 0.147 1 116 0.531 2.199 0.241

WT-8 73.33 19.60 804 45.772 0.146 7 116 0.539 2.202 0.244

AT-0 85.48 4.14 783 45.988 0.146 5 113 0.533 2.191 0.243

AT-4 89.19 4.57 794 45.868 0.146 2 114 0.588 2.197 0.267

AT-6 84.90 7.32 791 45.622 0.145 6 114 0.567 2.209 0.256

AT-8 40.44 N/A 792 45.342 0.144 6 114 N/A 2.223 N/A

4-2com1 N/A N/A 787 46.396 0.153 1 114 N/A 2.172 N/A

4-2com2 N/A N/A 781 46.208 0.151 6 113 N/A 2.181 N/A

Trunc-Booth N/A N/A 774 45.196 0.143 5 112 N/A 2.230 N/A

DRUM-k5 0.30 N/A 783 45.918 0.152 2 113 0.570 2.195 0.259

DRUM-k6 88.90 11.80 785 46.337 0.152 9 114 0.597 2.175 0.274

ALM-ORG 86.20 7.80 775 47.023 0.157 8 114 0.386 2.143 0.180

ALM-SOA3 83.30 7.70 781 46.884 0.156 3 114 0.378 2.149 0.176

ILM-EA 89.50 8.10 779 47.286 0.161 9 115 0.485 2.131 0.227
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and 

Eeff =
Nmac × P

NPE ×Nmul ×RPE × fclk
. (4)

Nmac

NPE Nmul

RPE fclk

P

In  (3)  and  (4),  is  the  average  number  of  re-

quired  MACs  to  detect  the  faces  in  an  image,  and

 and  are the number of PEs in the accelera-

tor and the number of multipliers in each PE, respec-

tively.  is  the  utilization  rate  of  PEs,  is  the

clock frequency, and  is the power dissipation. The

utilization rate of PEs here is 100%. It is worth not-

ing  that  the  number  of  MACs/Frame  using  LMs  is

significantly smaller than that using the accurate and

other approximate designs. Thus, LMs achieve higher

improvements in energy efficiency. This indicates that

some  features  of  the  approximation  scheme  used  in

LMs  can  make  the  task  of  image  detection  converge

faster.

As per Figs.10 and 11 and Table 2, PEs are signif-

icantly smaller than the memory and control units in

the  MTCNN  accelerator;  thus,  more  PEs  should  be

integrated within an accelerator to improve the pow-

er  and  energy  efficiency. Table 3 reports  the  circuit

measurements  of  MTCNN  accelerators  with  32  PEs

and  64  PEs,  respectively,  where  the  utilization  rates

for  the PEs are  100% and 99% respectively,  with no

extra memory required. It shows that the power dissi-

pation and area of the accelerator are only slightly in-

creased  when  the  number  of  integrated  PEs  is  dou-

bled/quadrupled.  The  power  efficiencies  of  the  exact

accelerators  with  32  PEs  and  64  PEs  are  1.8x  and

3.1x as high as that of the one with 16 PEs; the same

improvements  occur  in  energy  efficiency.  Also,  the

hardware improvements due to the approximate PEs

are  increased  with  the  number  of  PEs  integrated  in

the  MTCNN  accelerator.  The  approximate  accelera-

tor using 64 AT-4 achieves 18.02% reduction in area

and 10.21% increase in power efficiency.
 
 

Table  3.   Circuit Measurements of the MTCNN Accelerators with 32 PEs and 64 PEs

PEs Design Peak Frequency (MHz) Power (mW) Area (mm2) Peak Performance (GOPS) Peff (TOPS/W) Eeff (mJ/Frame)

32 Exact 707 55.368 0.212 6 204 3.641 0.164

WT-4 778 52.277 0.190 6 224 3.856 0.137

AT-4 778 52.018 0.185 8 224 3.876 0.152

64 Exact 693 70.946 0.294 2 399 5.683 0.105

WT-4 758 64.789 0.251 2 436 6.223 0.085

AT-4 766 64.379 0.241 2 441 6.263 0.094
 

 6    Conclusions

3× 3

This paper proposed a low-power approximate PE

and analyzed the application of the approximate PEs

in  CNN  accelerators.  In  the  PE  design,  an  approxi-

mate  data  format  is  defined  for  the  weights  using

stochastic  rounding;  hence,  the  multiplication  is  ac-

complished by using small LUTs, a simple adder and

a  shifter.  Also,  two  approximate  accumulators  were

proposed  for  the  product  accumulation  in  the  PE.

The evaluation results  showed that the proposed ap-

proximate  PE  achieves  29%  reduction  in  PDP

compared with the exact 8-bit fixed-point design. The

proposed  design  has  a  higher  accuracy  and  lower

hardware  consumption  than  the  PEs  using  state-of-

the-art  approximate  multipliers.  The  application  of

the approximate PEs in CNN accelerators is then an-

alyzed  by  using  an  MTCNN,  i.e.,  approximate  PEs

with various configurations are utilized to implement

the  MTCNN  respectively.  The  simulation  results

showed that an approximate PE is more effective for

the  face  detection  than  for  alignment.  An  approxi-

mate  PE  with  smaller  statistically-measured  error

metrics does not necessarily result in a higher accura-

cy in the face detection. Using stochastic rounding in

a CNN accelerator  improves  the  face  detection accu-

racy. The power efficiency and the energy efficiency of

a  CNN  accelerator  can  be  improved  by  properly  in-

creasing the number of integrated PEs.
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