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Abstract    Humanity  has  fantasized  about  artificial  intelligence  tools  able  to  discuss  with  human  beings  fluently  for

decades. Numerous efforts have been proposed ranging from ELIZA to the modern vocal assistants. Despite the large inter-

est in this research and innovation field, there is a lack of common understanding on the concept of conversational agents

and general over expectations that hide the current limitations of existing solutions. This work proposes a literature re-

view on the subject with a focus on the most promising type of conversational agents that are powered on top of knowl-

edge bases and that can offer the ground knowledge to hold conversation autonomously on different topics. We describe a

conceptual architecture to define the knowledge-enhanced conversational agents and investigate different domains of appli-

cations. We conclude this work by listing some promising research pathways for future work.
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1    Introduction

For  a  long  time,  humanity  has  fantasized  about

the  possibility  of  creating  intelligent  artificial  agents

able  to  engage  and  interact  with  humans  to  assist

them  in  performing  some  tasks  or  simply  entertain

them.  The  origin  of  this  dream  can  be  traced  back

much  further  than  one  can  imagine.  [1]  reports  how

stories of creatures that were made, not born started

to  appear  in  ancient  Greece  around  two  thousand

years  ago.  Greeks  were  also  the  first  to  develop  the

idea  of  ``automata'',  i.e.,  self-operating  machines  de-

signed  to  automatically  follow  a  sequence  of  opera-

tions.

A cardinal aspect of an intelligent artificial  agent

is  its  ``capability  to  communicate''.  With  the  explo-

sion  of  the  Digital  Age,  research  moved  towards  the

creation  of  software-based  agents.  These  systems  are

generally  referred  to  as  conversational  agents  (CAs).

In  1966,  Dr.  Joseph  Weizenbaum  from  the  Mas-

sachusetts  Institute  of  Technology  (MIT)  presented

ELIZA[2],  the  first  CA able  to  interact  with  humans

through a textual  chat.  Despite  its  simplicity,  it  had

enormous  success  given  its  alleged  capability  to  per-

form intelligent conversations. This led to the birth of

the  so-called  ELIZA  effect[3].  The  incredible  impact

that this model had was probably due to the fact that

it  foreshadowed  what  the  future  of  this  technology

could  have  brought.  Indeed,  it  is  not  a  case  that  in

the following years the science fiction production was

filled with many iconic artificial companions.

In more recent times, research efforts have moved

towards  conversational  agents  able  to  converse  with

humans  with  the  purpose  of  ``assisting''  them  in

achieving  a  precise  goal  (e.g.,  booking  a  ticket  for  a

flight). These models are commonly referred to as as-

sistants. In 2011, 45 years after the launch of ELIZA,

Apple's  Siri  was  presented  to  the  world  as  the  first

“intelligent  assistant  that  helps  you  get  things  done

just by asking”①.

Despite  the  rapid  adoption  of  this  technology,

which  led  to  the  birth  of  many  alternatives  such  as

Google Assistant, Alexa and Cortana, internal analy-

ses  conducted  by  Amazon  have  uncovered  concerns

about user engagement, particularly in terms of reten-

tion, due to the users’ rapid disinterest in the technol-

ogy②.  This  swift  lack  of  interest  that  plagues  these

technologies can be attributed to a phenomenon akin
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to a new ELIZA effect, wherein users quickly become

disillusioned due to high initial  expectations that are

not met.

Recently,  large  language  models  (LLMs)  have

emerged as the current new wave in the conversation-

al technology, redefining the landscape of artificial in-

telligence and human-machine interactions. This wave

has  been  propelled  by  advancements  such  as

OpenAI's GPT series, including GPT-3[4],  GPT-3.5[5],

and GPT-4③, which showcase remarkable capabilities

in generating impressive human-like text[4, 6]. The out-

standing results obtained by these models, even at the

early  stages,  had  a  major  impact  on  public  opinion

too,  to  the  extent  that  in  2020,  GPT-3  was  already

elected AI “person” of the year by Forbes④. The ad-

vancements in LLMs have showcased remarkable per-

formances  across  various  tasks,  yet  these  models  can

be  defined  as  ``stochastic  parrots''[7] due  to  their  ca-

pacity to only mimic humans’ conversational capabili-

ties.  The  only  knowledge  they  possess  is  embedded

during the training phase and submerged within their

vast network of weights.

Detailed analyses show how CAs tend to lose co-

herence and contradict themselves[4] particularly when

they are interrogated on questions that involve social-

ly important subjects such as morality and law, where

they still have near-random accuracy[8]. Moreover, the

adoption of LLMs in safety-critical domains has raised

significant concerns, as these models often exhibit hal-

lucination[9],  generating  unreliable  responses  in  do-

main-specific or knowledge-intensive tasks[10], and par-

ticularly  when  queried  on  matters  of  critical  impor-

tance[11].

A conversational  interaction  is  a  complex  seman-

tic  activity,  more  difficult  than “simple” language

generation.  [12]  describes  it  as  a  process  to  create

some  meaning,  where  at  turns  two  agents  negotiate

the  meaning  through  the  sharing  of  commonsense,

personal,  and  social  knowledge  that  has  been  ac-

quired through experience or extensive study, aspects

that language models may only partially capture from

the statistical data in their training samples. For this

reason,  an  important  stream  of  research  on  CAs  is

currently  focusing  on  developing  new  and  efficient

methodologies apt to enhance the agents’ capabilities

with external knowledge[13]. Additional knowledge can

help  agents  have  deeper  semantic  understanding  of

the conversation that cannot be inferred only by the

conversation itself,  and also provide more specific re-

sponses  based  on  factual  domain  knowledge  (e.g.,

FAQ documents) or offer customized services exploit-

ing knowledge about user habits.

The  objective  of  this  work  is  to  provide  an  ex-

haustive overview of the current developments in the

technology  supporting  knowledge-enhanced  conversa-

tional  agents  and  their  applications.  This  is  done

through  a  narrative  literature  review  that  addresses

four general research questions (RQs).

The  remaining  of  this  work  is  structured  as  fol-

lows: Section 2 provides  a  general  overview  of  the

task, Section 3 goes into the implementation details of

these models, Section 4 investigates different domains

of application, Section 5 explores possible path for fu-

ture improvements, and Section 6 provides a final dis-

cussion about the topic. 

2    Task Definition (RQ1)

Traditional  conversational  AI  has  predominantly

focused on natural language processing, dialogue man-

agement, and user intent recognition. While these sys-

tems  have  exhibited  impressive  capabilities,  they  of-

ten  rely  on  pre-defined  responses  and  may  struggle

with  nuanced  understanding  and  context-awareness.

On the  other  hand,  recent  LLMs have  demonstrated

impressive results on different tasks, but are suscepti-

ble  to  hallucination,  particularly  in  high-risk  knowl-

edge  domains[11].  Knowledge-enhanced  conversational

agents (KCAs), through dynamic exploitation of vari-

ous knowledge sources, offer the promise of providing

contextually  relevant  responses  and  enhancing  relia-

bility, while also contributing to the explainability in

conversational  interactions[14].  This  section  will  pro-

vide an analysis of the characteristics of both CA and

KCA. 

2.1    Conversational Agents

A conversational agent (CA), often referred to as

a chatbot or virtual assistant[15], is a software or arti-

ficial intelligence system designed to engage in conver-

sational interactions with users[16]. These agents facili-

tate  human-computer  interactions  through  text  or

voice-based communication. 
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2.1.1    Characteristics of CAs

CAs exhibit a spectrum of characteristics that dis-

tinguish them based on their design and functionality.

In  particular,  they  are  characterized  considering

mainly four different criteria (Fig.1).

The first and most divisive criterion of distinction

is the goal of conversation. This is the final scope for

which  the  agent  is  programmed.  In  this  sense,  the

agents can be distinguished as two types.

● Task-Oriented:  designed  to  perform  conversa-

tions  with  users  within  the  scope  to  assist  them  to

complete certain tasks (e.g., booking a flight ticket or

a hotel room)[17].

● Non-Task-Oriented: whose goal is to engage in a

chit-chat conversation with users, without any specif-

ic  purpose,  except  that  of  maximizing  their  interest

and engagement[18].

The second criterion of distinction is based on the

domain on which the agent operates. Here we can dis-

tinguish three types of agents:

● Single-Domain:  designed to operate on a single

specific domain (e.g., flights);

●Multi-Domain: designed to operate on a finite set

of domains (e.g., flights, hotels, and restaurants);

● Open-Domain: untied from any specific domain.

The  third  criterion  regards  the  modality  of  the

conversation, which is the channel adopted to convey

the conversational interaction. Conventionally, this is

related to natural language as text or voice. However,

other modalities may also be considered, for example,

videos  and  images,  touch  input,  gestures.  Nowadays,

modern KCAs usually grant greater flexibility to the

users  allowing  more  than  a  single  modality.  These

agents are referred to as multi-modal.

The  last  criterion  is  related  to  the  conversation

memory  of  the  agent.  This  represents  the  dialogue

history retained by the model during a single session

and it can be considered as a sort of short-term mem-

ory  of  the  agent  that  allows  it  to  be  more  aware  of

the conversation that is happening. According to this

criterion, there are two types of agents:

● Single-Turn. These  agents  do not  keep any in-

formation  from  one  turn  to  another.  Each  turn  be-

haves like an independent act of the dialogue involv-

ing a single user question and the following system re-

sponse. This type is called one-shot exchange.

n

● Multi-Turn. These  agents  at  each  turn  are

aware of a window composed by the previous  turns.

This  conversation  memory  is  used  for  example  to

solve anaphoric references⑤. 
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Fig.1.  Four main properties that characterize a CA.
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⑤An anaphoric reference is a word or phrase that refers to something mentioned previously.



2.1.2    Types of CAs

Conversational  Agent  is  a  general  term  that  en-

closes  a  wide  set  of  different  agents.  Chatbot[19] and

Intelligent  Personal  Assistant[20],  for  instance,  are  of-

ten  used  as  synonyms  for  CA,  even  if  they  refer  to

substantially  different  agents.  Distinctly  from “Con-

versational  Agent” that  can  work  as  a  general  term,

these are instances of a CA that explicitly specify the

type of agent and the type of conversation. For exam-

ple, the term chatbot refers to a CA, where the agent

is  a  bot,  and  the  conversation  happens  through  a

chat. Table 1 shows  some  examples  of  the  most  dif-

fused  CAs  highlighting  the  type  of  conversation  and

the type of agent.

Based  on  the  characteristics  explained  in  Subsec-

tion  2.1.1,  it  is  possible  to  identify  three  main  cate-

gories  of  CAs  that  can  be  found  on  the  literature:

chatbots, conversational interfaces, and assistants.

Chatbots are conversational agents that can com-

municate with users through text or voice (also called

voicebots)[37], and their primary focus is often to pro-

vide  information,  perform  tasks,  or  engage  in  basic

conversations.  Typically,  they  provide  non-task-ori-

ented  and  open-domain  conversation  with  a  multi-

turn  conversation  memory.  The  primary  strength  of

this  kind  of  models  lies  in  their  ability  to  generate

contextually relevant responses in open-ended conver-

sations, making them a valuable tool for natural lan-

guage  understanding  and  generation  across  various

domains and topics.  Recent examples  of  chatbots  in-

clude  widely-used  LLM-based  models  like  OpenAI's

ChatGPT[5] and  GPT-4⑦,  Meta's  LLama-3⑥,  and

Google's Gemini[21].
Conversational  interfaces  encompass  a  broader

category  of  conversational  agents  that  serve  as  the
means of interaction between users and computer sys-
tems.  These  interfaces  can  be  voice-based[29] or  text-
based[32] (also referred to as conversational user inter-
faces)  and  are  integral  in  enabling  natural  language
communication with technology providing a valid  al-
ternative  to  the  classical  graphical  user  interface
(GUI).  These  agents  provide  a  conversational  inter-
face  towards  a  specific  resource,  service  or
application[33].  These agents  are usually task-oriented
and single-domain since they are tailored to the spe-
cific resource's needs. In addition, to reduce the com-
plexity of these models, often the dialogue flow is de-
signed a  priori  providing  a  set  of  predefined  answers
to the users. Commonly, these models are multi-turn
since they need to have a memory of more than just a
single  turn  to  deal  with  complex  queries.  A  classical
example is Voice User Interface that is vastly adopt-
ed  to  provide  automated  customer  support  over  the
phone[37].

Assistants  represent  conversational  agents  de-
signed  to  provide  comprehensive  support  to  users  in
various aspects of their daily lives. These models pro-
vide interactions usually in a multi-modal manner, in-
corporating  text,  voice,  touch  input,  and  multimedia
elements.  They  can  be  personal  assistants  that  offer
assistance  to  individuals  or  digital  assistants  embed-
ded  in  software  or  devices⑩.  A  distinctive  trait,  is
their  inclination  toward  being  person-oriented.  Ideal-
ly, they should possess and recall knowledge of the us-
er's preferences, habits, and interests, aiming to offer

 

Table  1.    Popular Types of CAs Distinguished Based on the
Type of Conversation and Agent

Conversation Agent Reference

Chat Bot Llama-3⑥

Gemini[21]

GPT-4⑦

ChatGPT[5]

PLATO2[22]

Meena[23]

Social Bot Alexa Prize[16]

ALANA[24]

[25]

Twitter Darpa challenge[26]

Q&A Bot BlenderBot[27]

GraftNet[28]

Voice (User) interface [29]

[30]

Conversational (User) interface StockBabble[31]

[32]

[33]

Personal (Digital) assistant Siri⑧

Amazon Alexa⑨

[34]

PAL3[35]

Intelligent (Virtual) assistant Google Assistant⑩

[20]

[36]
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⑥https://ai.meta.com/blog/meta-llama-3, May 2024.
 

⑦https://openai.com/index/gpt-4-research, May 2024.
 

⑧https://www.apple.com/siri, May 2024.
 

⑨https://alexa.amazon.com, May 2024.
 

⑩https://assistant.google.com, May 2024.
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personalized  experience.  However,  it  is  important  to

note  that  their  ability  to  achieve  full  personalization

is  currently  limited.  Instead,  their  interactions  typi-

cally  involve  single-turn  exchanges  aimed  at  activat-

ing one of many available services. For example, with

digital assistants like Alexa, the constrained nature of

interactions, where each prompt typically begins with

“Alexa...”, naturally limits the dialogue to single-turn

exchanges.  Hence,  their  primary  function  reduces  to

discern  the  user's  intent  and  trigger  the  correspond-

ing  action,  rather  than  engaging  in  extended  multi-

turn conversations.

Some  assistants  can  be  dynamically  extended  to

new  services.  However,  they  normally  offer  only  the

activation of the service. The development of the con-

versational interface within a service is left up to the

owners  of  the  resource  providing  a  development  kit

such  as  Amazon  ASK⑪ or  Google  Action  SDK⑫,

which can be used to design more complex multi-turn

domain-specific conversations in order to handle a va-

riety of queries.

In this context, an emerging and more flexible so-

lution  is  based  on  the  so-called  function  calling⑬,  a

feature  that  allows  open-domain  models  like  GPT-4

to interface with external APIs, transforming them in-

to  hybrid  assistants  able  to  interact  with  external

tools  and  services  and  performing  a  wide  range  of

tasks,  while  offering  a  smooth  conversational  inter-

face. This integration extends the basic model's capa-

bilities  beyond  simple  text  generation,  allowing  it  to

perform actions like sending emails or fetching weath-

er updates. 

2.2    Knowledge-Enhanced Conversational

Agents

Knowledge  is  a  fundamental  element  to  establish

effective  conversational  interactions.  For  instance,

considering  chit-chat  conversations,  socially  shared

commonsense  knowledge  represents  the  background

information that people use during conversations[38, 39].

Regarding task-oriented models instead, the addition-

al knowledge can help in designing more robust mod-

els  able  to  offer  a  frictionless  conversational  interac-

tion  with  out-of-scope  requests[40].  For  these  reasons,

in recent times the research focused on designing CAs

able to leverage additional knowledge to provide more

specific responses.

A  knowledge-enhanced  conversational  agent

(KCA) represents  an advanced category of  conversa-

tional  AI.  It  is  characterized  by  its  ability  to  access

and  integrate  information  from  external  knowledge

sources  or  databases  in  real-time  during  conversa-

tions  with  users.  Unlike  rule-based  or  task-oriented

agents, knowledge-enhanced CAs can provide contex-

tually  relevant  and  informative  responses  to  a  wide

array of user queries, even on complex topics.

In its most simple form, a KCA can be thought of

as a modular framework whose general architecture is

composed of three main blocks (Fig.2): a dialogue sys-

tem  that  deals  with  the  conversational  part  of  the

agent,  a memory system that manages its knowledge

resources,  and  a  knowledge-enhancing  interface  that

harmonizes the information flow between the two pre-

ceding modules. 

2.2.1    Knowledge-Enhancing Problem

U = (u1, u2, . . . , un)

n

ui =

(x1, . . . , xl) Ut, w = (ut−w+1, . . . ,

ut−1, ut) t w

w

ut

A  natural  conversational  interaction  can  be

thought  of  as  an  ordered  sequence  of  utterances

.  In  the  context  of  conversational

AI,  it  is  commonly  assumed  that  the  conversation

happens in a turn-taking fashion, in which a user and

an  agent  alternate  their  utterances.  indicates  the

number  of  turns  of  the  interaction.  Each  utterance

corresponds  to  an  ordered  sequence  of  tokens 

.  The dialogue context 

 at time  and with window size  is defined

as  the  ordered  set  of  the  last  utterances,  ending

with an utterance  belonging to the user.

Ut, w

ut+1

K̃

Given in input a dialogue context , a KCA aims

at  generating  an  appropriate  response  grounded

on a set of relevant knowledge documents . 

3    Implementation (RQ2)

In this section, we delve into the practical aspects

of  implementing  a  KCA.  We  explore  three  critical

facets  of  implementation:  the  Dialogue  System,  re-

sponsible  for  managing  the  conversational  flow;  the

Memory  System,  encompassing  structured  and  un-

structured  knowledge  bases;  and  the  Knowledge-En-

hancing  Interface,  bridging  the  gap  between  the  CA

and external knowledge resources. By dissecting these
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components, we aim to provide insights into the con-

struction and integration of knowledge-enhanced CAs.
 

3.1    Dialogue System

The  dialogue  system  (DS)  is  the  module  that

deals  with  the  conversational  functionalities  of  the

agent. This system has to manage the conversational

input  and  prepare  an  adequate  output  response.  In

the  case  of  a  multi-modal  agent,  it  has  also  to  deal

with  the  issues  related  to  the  combination  of  differ-

ent  modalities.  This  module  is  the  core  of  the  agent

that mainly characterizes it. There exist two main ar-

chitectures (see Fig.3) adopted to implement DSs: the

pipeline architecture, and the end-to-end architecture.
 

3.1.1    Pipeline Architecture

In the pipeline architecture (see Fig.3(a)), the dia-

logue system consists of a modular structure in which

the  input  information  is  transformed  and  passed  se-

quentially  through  each  module.  This  architectural

approach  is  mostly  common in  task-oriented  models,

including conversational interfaces and assistants due

to  its  fine-grained  control  over  the  conversational

flow,  enabling  efficient  handling  of  user  queries  and

task-oriented interactions. The most diffused architec-

ture  is  composed of  three  main modules  named:  lan-
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Fig.2.  General architecture of a KCA. The dialogue system receives and preprocesses the dialogue context before passing it to the
interface, which formulates a query to the memory systems. The interface filters and selects relevant knowledge, providing a seam-
less interaction between conversational agents and knowledge sources.
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Fig.3.  Two main architectures adopted to implement a dialogue system. (a) Pipeline architecture. (b) End-to-end architecture.
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guage  understanding  (LU),  dialogue  manager  (DM),

and language generation (LG).

The  LU module  serves  as  the  initial  stage  of  the

pipeline. It parses and interprets the user's messages,

extracting essential information such as intents, enti-

ties, and context. LU's primary role is to comprehend

what the user is saying or asking.

ut = (x1, x2, . . . , xn)Given an input utterance , the

LU  module  extracts  a  semantic  representation[17]

called semantic frame: 

Ft = argmax
F

P (F |u) = ⟨du, iu, su⟩.

du iu
su = {s1, . . . , sn} si = ⟨name,
value⟩

Each  semantic  frame  is  typically  composed  by

three  parts  of  information:  the  domain  of  the  utter-

ance ,  the  intent  of  the  user,  and a set  of  slots

,  each  one  of  the  type 

.  Nowadays,  the  standard  method  adopted  is

based  on  large  pre-trained  Transformer  models  used

to  jointly  perform  intent-classification  and  slot-

filling[41–43].

at

Ft

The DM module acts as the decision-maker with-

in  the  pipeline  architecture.  It  processes  the  output

from LU and determines the dialogue act , which is

the next system's action based on the input semantic

frame . Generally, the DM module, is composed of

two fundamental submodules.

dst

● The  dialogue  state  tracking  (DST)  submodule

keeps  track  of  information  from  the  dialogue  that  is

relevant  for  the  system  to  choose  the  next  action.

This  information  is  defined  as  the  dialogue  state 

and contains the abstract representations of the previ-

ous  utterances  of  the  conversation.  In  the  case  of

task-oriented  agents,  it  contains  also  the  task

record[37] that keeps track of the slots that have been

already filled and the ones that are still needed in or-

der  to  make  a  request  to  a  service  API.  Recent  ap-

proaches can be distinguished into ontology-based and

ontology-free  methods[44].  The  former  ones  select  a

value from a candidate-value list for each target slot,

while  the  latter  ones  offer  more  flexibility  extracting

the  values  as  spans  from  dialogue  contexts,  predict-

ing the start and end tokens of the value in the utter-

ance[45, 46].

at

● The  policy  learning  submodule  generates  the

next system's action  based on the dialogue state[17].

In rule-based systems, these decisions are pre-scripted,

with  choices  based  on  factors  such  as  the  confidence

levels  associated with the user's  input[37].  Alternative

approaches are based on the idea that a dialogue can

be treated as a Markov decision process (MDP) where

dst dst+1 at

at each turn the agent moves from a (dialogue) state

 to a new state  taking an action . This task

can  be  addressed  using  reinforcement  learning  (RL)

techniques. MDP techniques require that the state of

the agent is completely determinable and this is typi-

cally not the case for conversational interactions. Par-

tially observable Markov decision processes (POMDP)

tackle this problem considering a probability distribu-

tion  over  the  possible  current  state  in  order  to  ac-

count for this uncertainty[47].

The LG module is responsible for crafting respons-

es  to  be  presented  to  the  user.  It  takes  the  dialogue

act  output  from the  DM and  generates  human-read-

able  and  contextually  relevant  responses,  which  are

then delivered back to the user. To improve the user

experience, this output must be[40]:

Ut

● appropriate: in the sense that the response must

be  natural  and  informative  according  the  input  dia-

logue context ;

● accurate: in the sense that the semantics of the

dialogue act must be fully conveyed.

In commercial systems, LG is often a fairly trivial

task  that  involves  the  use  of  either  canned  text  or

pre-defined  responses  templates  in  combination  with

the substitution mechanism for the specific entities[37].

One  of  the  main  limitations  of  traditional  template-

based models is that they typically rely on heavily an-

notated  data,  which  makes  infeasible  the  generaliza-

tion of the model to new domains.  [48]  proposes SC-

GPT, a GPT model pre-trained on a large set of an-

notated corpus to acquire the controllable generation

ability  and  then  fine-tuned  with  only  a  few  domain-

specific labels to adapt to new domains. 

3.1.2    End-to-End Architecture

One of  the  main limitations  of  pipeline  models  is

their low capability of generalization, due to the fact

that  they  are  strictly  constrained  to  the  domains  on

which they are designed. For instance, RL-based sys-

tems require extensive handcrafting and design of the

state  and  action  space[37].  Furthermore,  the  presence

of  separate modules makes it  difficult  to trace which

module  is  the  cause  for  a  failure  in  an  interaction.

This is referred to as the credit assignment problem[49].

In  addition,  the  amelioration  of  a  module  does  not

necessarily  translate  into  the  improvements  for  the

whole system[50].

To  try  to  mitigate  these  problems,  end-to-end

models were proposed. In general, their aim is to gen-
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Y = (y1, . . . ,

ym)

X = (x1, . . . , xn)

Y X

erate  a  variable  length  output  sequence 

 conditioned  on  a  variable  length  input  sequence

 learning directly the conditional dis-

tribution over  given : 

P (Y | X) = P (y1, . . . , ym | x1, . . . , xn)

=
m∏
t=1

P (yt | x1, . . . , xn, y1, . . . , yt−1)
.

The  end-to-end  architecture  is  a  prominent  ap-

proach in dialogue systems, especially suited for open-

domain  chit-chat  conversations  where  the  dialogue

flow is less structured and more exploratory.

X = (x1, . . . , xn)

c

Classical  end-to-end  models  work  adopting  the

traditional  encoder-decoder  structure[51].  The  encoder

maps  the  input  sequence  into  a  la-

tent representation  called context vector: 

e : X 7−→ c.

Transformer-based encoders such as ELECTRA[52],

MPNet[53],  and  SimCSE[54],  exploit  the  attention

mechanism to compute global dependencies among all

the input tokens.

Y

Starting  from  a  context  vector  the  decoder  pro-

duces  the  output  sequence .  Transformer  decoder

models,  are  commonly  trained  according  to  a  stan-

dard autoregressive objective (e.g., predicting the next

word).  LLMs,  such  as  GPT-3[4] and  PaLM[55],  have

played a pivotal  role  in advancing the capabilities  of

end-to-end  DSs.  These  models,  trained  on  massive

corpora  of  text  data,  exhibit  the  ability  to  generate

contextually relevant responses in open-ended conver-

sations,  making  them  well-suited  for  open-domain

conversational applications.

Although  LLMs  can  function  as  implicit  knowl-

edge  bases[56],  they  are  not  reliable,  particularly  in

high-risk  fields  such  as  science  and  information  dis-

semination.  A  recent  example  highlighting  this  con-

cern  is  Galactica[57],  an  LLM  developed  by  Meta.

Galactica was designed to store, combine, and reason

about  scientific  knowledge,  presenting  itself  as  a  po-

tential  solution  to  the  challenge  of  information  over-

load  in  scientific  research.  However,  despite  its  im-

pressive  performance  on  various  scientific  tasks,

Galactica's  reliability  was  called  into  question.  After

just two days of public access, it became evident that

the  model  was  producing  fake  news  and  spreading

misinformation.  This  incident  underscores  the  inher-

ent  risks  associated  with  relying  solely  on  LLMs  for

critical  tasks,  especially  in  areas  where  accuracy  and

trustworthiness are paramount. 

3.2    Memory System

MThe  memory  system  serves  as  the  central

repository for knowledge in knowledge-enhanced con-

versational agents. This is the place where knowledge

sources,  also  called  knowledge  bases  (KBs),  are

stored, organized, and accessed. This section explores

the pivotal role of the memory system, its design con-

siderations,  and  the  types  of  knowledge  bases  com-

monly integrated into this module.

Different  types  of  knowledge  can  be  stored.  [58]

makes  a  distinction  between  internal  and  external

sources of knowledge with respect to the conversation.

The former ones are inferred from the input and can

include for  example keywords and linguistic  features.

The latter  ones are provided from outside sources  as

knowledge  bases.  [59]  differentiates  between  generic

and domain-dependent knowledge. While the first of-

fers additional information from any domain (e.g., in-

formation about user interaction like in [60]), the sec-

ond is referred to a specific domain or set of domains[61].
Each knowledge source can be considered as a set

of  knowledge  snippets  that  represent  the  atomic
knowledge information of which the knowledge source
is  composed.  Based  on  the  form  of  the  knowledge
snippets, it is possible to distinguish between unstruc-
tured and structured knowledge sources. 

3.2.1    Structured Knowledge

(entity,

relation, entity)

G = {E ,R,F} E

R
F (eh, r, et)

eh, et ∈ E r ∈ R

Structured  knowledge  sources  are  constructed  by

performing  a  map  from  the  raw  text  to  a  semantic

representation of the knowledge that then is stored in

a  specialized  architecture.  These  sources  include

structured  databases,  knowledge  graphs,  and  ontolo-

gies  that  organize  information  in  a  systematic  and

structured  format.  Knowledge  graphs  (KGs),  in  par-

ticular,  have  gained  prominence  in  recent  research,

representing knowledge as interconnected entities and

relationships.  KGs  store  knowledge  facts,  each  de-

scribed  as  a  triple  of  the  form  of  the  type 
[62].  These  facts  are  organized  into  a

directed  graph  structure, ,  where  is

the  set  of  entities  that  represent  the  nodes  of  the

graph,  is the set of possible relations between two

entities, and  is the set of knowledge facts ,

with  and  that represent the edges of

the graph. Fig.4 displays an example of a KG.

KGs  have  been  widely  adopted  to  enhance  the

agent's  responses,  in  non-task-oriented  settings.  In-

deed, a KG is an ideal  approach for combining com-

592 J. Comput. Sci. & Technol., May 2024, Vol.39, No.3



monsense  knowledge  into  response  generation[63].  [64]

proposes ConceptFlow, a model representing the con-

versation  flow as  traverses  in  the  commonsense  rela-

tions contained in a KG. The traverse of the graph is

guided  by  graph  attentions,  moving  towards  more

meaningful directions in order to generate more infor-

mative responses.

However, structured knowledge sources are partic-

ularly  advantageous  for  tasks  that  require  reliability

and  interpretability.  Typically  in  this  case  KGs  are

exploited  to  store  domain-specific  ontologies,  which

the  agent  can use  to  gain  a  deeper  understanding  of

the input and generate more specific outputs. For in-

stance, [65] uses a KG to incorporate domain-specific

knowledge into an end-to-end task-oriented KCA. An

intriguing  and recent  area  of  research focuses  on the

development of techniques apt to enhance LLMs per-

formance  by  integrating  external  knowledge  sources.

[14]  conducts  a  comprehensive  study  on  enhancing

LLMs  with  KGs  to  improve  their  factual  reasoning

abilities  and  performance  in  generating  knowledge-

grounded  content.  This  research  has  spurred  the  de-

velopment  of  knowledge  graph  enhanced  large  lan-

guage  models  (KGLLMs)  as  a  promising  avenue  for

advancing the capabilities of language models. 

3.2.2    Unstructured Knowledge

Unstructured  knowledge  sources  represent  the

simplest  form  of  knowledge,  in  which  the  knowledge

{ki}
{mi}

m

mi

snippets  are  typically  raw-text  documents.  Although

structured  knowledge  bases  are  preferable,  unstruc-

tured  knowledge  represents  the  vast  majority  of  the

knowledge  that  can  be  mined  from  online  resources

such as Wikipedia for general knowledge, or Goodreads

and  Foursquare  for  domain-specific  one[66].  Memory

networks, can be leveraged to enhance KCAs with un-

structured  knowledge.  Memory  networks  are  recur-

rent  models  adopted  to  efficiently  store  and  retrieve

unstructured  knowledge  snippets  in  the  form of

embedded  memory  vectors .  They  were  firstly

introduced by [67] in the context of question answer-

ing  (Q&A) as  a  long-term memory that  can be  read

and written, and that can effectively act as a dynam-

ic knowledge base. The core component of a memory

network is the memory module  that is an array of

memories  (e.g., an array of vectors or an array of

strings that represent the knowledge).

The  original  memory  network  was  not  easy  to

train via backpropagation and required supervision at

each layer of the network. [68] extends this work into

an end-to-end model  (see Fig.5)  that requires  signifi-

cantly  less  supervision  during  training,  making  it

more  generally  applicable  in  realistic  settings.  This

memory network operates in three steps.

{ki}
{mi = A(ki)} A

ut

qt = B(ut)

1) Input  Memory  Representation. The  set  of

knowledge  snippets  is  converted  into  memory

vectors  using a representation model .

The input utterance  is also converted into a query

vector  with a second representation model
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Fig.4.  Simple example of a KG[62].
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mi

qt

B.  The  match  between  each  memory  and  the

query  are then computed as: 

pi = Softmax(qT
t mi).

ki ci = C(ki)

C

2) Output  Memory  Representation. For  each  in-

put  a  corresponding  output  vector  is

computed  with  a  third  representation  model .  The

response  vector  from  the  memory  is  then  computed

as: 

o =
∑

i

pici.

o q

W

3) Final  Selection. The sum of  the output vector

 and  the  query  vector  is  passed  through  a  final

weight matrix  to compute the final scores: 

w = Softmax(W (o+ q)),

â

which are then used to retrieve the final predicted an-

swer .

This model became the commonly accepted mem-

ory network, and is used as base for different models

such as the famous key-value memory network[69].

Memory networks are a classic method adopted to

deal with question-answering tasks. Firstly they were

applied in the context of chit-chat conversations[66, 70]

and then extended to task-oriented ones[71, 72]. Recent-

ly,  memory  networks  have  been  adopted  in  the  con-

text of emotion recognition for conversational agents,

as  they  can  effectively  learn  and  store  long-term de-

pendencies in conversations. DIMMN[73] uses a multi-

view  memory  network  to  fuse  multimodal  data  from

different  perspectives,  which  solves  the  emotional  in-

consistency  of  the  model  from  different  perspectives

and enhances the robustness and accuracy of the algo-

rithm in real scenarios.
 

3.3    Knowledge-Enhancing Interface

Regarding  the  implementation  of  the  knowledge-

enhancing  interface,  there  are  two  main  approaches.

The  first  one  consists  in  defining  implicit  interfaces

heavily depending on the type of the dialogue system

and knowledge adopted, the other consists in design-

ing an explicit and independent interface composed of

specialized blocks.
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Fig.5.  Basic architecture of the end-to-end memory network[68].
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3.3.1    Implicit Interfaces

To perform the knowledge-enhancing process, tra-

ditional  approaches  adopt  specialized  architectures

heavily depending on the type of the dialogue system

and the type of knowledge source[58]. For instance, at

the  DM stage  of  the  pipeline  architecture,  the  agent

works in a discrete setting, in which key information

about  the  conversation  (e.g.,  the  domain  of  the  re-

quest)  are explicitly contained in the semantic  frame

and the dialogue state. This information can be used

to construct an explicit query to a structured knowl-

edge base in the memory system (see Fig.6(a)).

c qt

Contrarily,  end-to-end  dialogue  systems  work  in

continuous  environments.  The  semantic  representa-

tion  of  user  input  is  a  context  vector  in  a  latent

space.  In  this  case,  the  query to  the  memory system

must be constructed directly from the context vector.

A  straightforward  approach  would  be  adopting  con-

text  vector  as  query  vector  for  an  end-to-end

memory  network  (see Fig.6(b)).  An  alternative  ap-

proach involves  generating  intermediate  latent  repre-

sentation[74].  For  example,  an  attention  mechanism

can  be  exploited  to  retrieve  a  knowledge-aware  con-

text vector that will be used in the decoder to condi-

tion  output  sequence  generation.  Examples  of  these

knowledge-attention  mechanisms  have  been  used  in

combination  with  knowledge  graphs[75] for  common-

sense[64] and exploiting heterogeneous sources[76]. 

3.3.2    Explicit Interfaces

An  alternative  approach  consists  in  designing  an

explicit interface composed of specific modules. In the

context of LLMs, this approach is often referred to as

Retrieval-Augmented Generation (RAG)[13]. RAG sys-

tems  incorporate  explicit  knowledge  retrieval  mecha-

nisms,  allowing  the  model  to  access  external  knowl-

edge sources to enhance its understanding and genera-

tion  capabilities.  These  modules  enable  the  model  to

retrieve relevant information from knowledge graphs,

databases,  or  other  structured  data  sources,  which

can then be seamlessly integrated into the generation

process. Following the work of [40], the knowledge-en-

hancing  task  can  be  decomposed  into  three  general

subtasks,  which  can  be  associated  to  three  corre-

sponding modules (see Fig.7):

M
1)  detection  of  turns  that  needs  to  access  to  the

memory system  of the agent;

2)  selection  from the  memory  system of  the  con-

textually relevant knowledge;

3)  generation  of  an  appropriate  response  condi-

tioned on the input and the knowledge selected.

1) Detection

t

Ut

ut

M

The  detection  system  determines  whether  the

model's  output  should  rely  only  on  previous  histori-

cal session content or need access to some additional

knowledge. For each turn , given a dialogue context

,  the  detection  system detects  if  the  current  input

utterance  requires  additional  knowledge  from  the

memory system  in order to be addressed. The de-

tection  task  can  be  treated  as  a  binary  classification

problem on the dialogue context: 

fD(Ut,w) =

{
1, if Ut,w requires additional knowledge,
0, else.

Ut,w

The  basic  approach  to  addressing  this  task  con-

sists in encoding  into a context vector,  which is

then used as a feature vector for a traditional classifi-

cation  method.  However,  as  explained  by  [77]  and

[78],  this  simple  approach  tends  to  easily  overfit  on

frequent keywords or semantic patterns present in the

domain contexts from the training set. Consequential-

ly,  the  final  detection  system  will  suffer  from  poor

generalization capabilities on unseen domains, having

low performances on zero or few-shot settings. In this

regard,  [79]  proposes  a method called Representation

Learning  and  Density  Estimation  (REDE)  able  to

quickly learn a knowledge-seeking turn detector  with

just few out-of-domain samples.

ka

An alternative  approach  to  this  problem  consists

of  conditioning the classification problem on the dia-

logue  context  and  some  additional  internal  or  exter-

nal knowledge : 

fD(Ut,w, ka)=

{
1, if Ut,w requires additional knowledge,
0, else.

Ut

[80] proposes a knowledge-aware ELECTRA mod-

el that exploits internal knowledge from the dialogue

context  itself,  performing  an  entity  tracking  to  dia-

logue context . [81] introduces a novel method Self-

Knowledge  Guided  Retrieval  Augmentation  (SKR),

aimed at improving LLMs by enabling them to recog-

nize  their  own  knowledge  boundaries  and  selectively

utilize external information when necessary. This ap-

proach has been shown to outperform fully retrieval-

based methods, marking a significant advancement in

the field of LLMs and the application in question-an-

swering tasks, suggesting that eliciting self-knowledge

in LLMs can lead to more accurate responses.

Although  the  detection  system  is  still  under-ex-

plored,  the  importance  of  this  module  is  that  it  al-
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lows  hierarchical  reasoning  on  the  input,  stratifying

the complexity of the KCA allowing, for example, to

develop agents with different specialized dialogue sys-

tems  that  can  be  called  at  need.  Generalizing  this

concept, the detection system could work as a driver

that can sort the input requests to the most suitable

sub-systems according to their requirements.

2) Selection
The selection task addresses the critical challenge

of  efficiently  retrieving  relevant  knowledge  snippets

from a vast memory system for each knowledge-seek-

ing turn. This task aims to provide the KCA with a

curated  subset  of  knowledge  snippets,  denoted  as

K̃ ⊂ M
Ut, w

, which are contextually relevant to the ongo-

ing  dialogue  context .  The  goal  is  to  enable

KCAs  to  access  and  utilize  pertinent  information  ef-

fectively  enhancing  their  ability  to  provide  informed

and contextually accurate responses during conversa-

tions.

An accurate knowledge selection is crucial  due to

its  impact  on  the  perceived  quality  of  the  final  re-

sponse[40].

(Ut, ki) Ut

ki

A common  approach  consists  in  considering  cou-

ples , composed of the dialogue context  and

a  knowledge  snippet ,  and  addressing  the  problem

as a binary classification: 
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fS(Ut, ki) =

{
1, if ki is relevant for Ut,
0, else,

K̃t = {ki : fS(Ut, ki) = 1, ∀ki ∈ K}
in  order  to  obtain  a  set  of  relevant  knowledge  snip-

pets .

Ut

ki
e S

simt,i

ki Ut

th ki simt,i

th k

The  most  common  approach  consists  in  comput-

ing a semantic similarity score[82] by mapping both 

and  into  fixed-length  feature  vectors  using  an  en-

coder  model .  Then,  a  scoring  function  (e.g.,  the

cosine  similarity)  is  used  to  compute  the  similarity

score  that  represents  how  relevant  the  knowl-

edge snippet  is to the current dialogue context .

The final classification can be performed by setting a

threshold  and  filtering  only  for  which  is

greater than  or selecting only the top-  knowledge

snippets based on their score.

Modern  approaches  are  based  on  the  so-called

Dense  Passage  Retrieval[83] strategy  that  adopts  pre-

trained transformer models used as encoders. [84] pro-

poses the Dense Knowledge Retrieval method, to effi-

ciently  select  the  relevant  knowledge  snippets  in  a

dense embedding space.

Ut ki

Ut ki

simt,i

An  alternative  approach  consists  in  framing  the

task as a Question-Answering problem (Fig.8), where

 is  the  question  and  is  a  possible  answer.  This

strategy  is  usually  referred  to  as  Passage  Re-

Ranking[85]. [40] proposes a BERT model that takes in

input the concatenation of  and  separated by a

[SEP]  token.  The  output  corresponding  to  the  [CLS]

token is then passed to a single-layer neural network

to obtain the similarity  score .  Typically,  these

model are fine-tuned with a cross-entropy loss: 

L = −
∑
j∈Jpos

log(sj)−
∑
j∈Jneg

log(1− sj),

Jposwhere  is a subset of relevant knowledge snippets

Jneg

Jneg

Jneg

K

and  is  a  subset  of  non-relevant  knowledge  snip-

pets.  [78]  shows  how the  selection  of  negative  exam-

ples  during  the  training  phase  has  a  major  im-

pact  on  the  ability  of  the  model  to  filter  relevant

knowledge snippets.  In particular,  they design a pro-

cedure to select  based on four steps with increas-

ing difficulty. The snippets are selected: Random, In-

Domain,  In-Entity,  and  Cross-Entity  (from  entities

aforementioned  in  the  dialogue  context).  A  major

problem with this  approach is  that at  inference time

the  model  needs  to  check  all  the  knowledge  snippets

in  the  knowledge  base  since  there  is  no  informa-

tion about which are the relevant knowledge snippets.

Different filtering strategies can be adopted. [80] pro-

poses  a  method  named  Retrieve&Rank  that  consists

of  a  two-step  approach:  first,  entity  tracking  is  per-

formed  to  retrieve  all  the  entities  named  in  the  dia-

logue  context  that  are  then  used  to  filter  and  select

only  related  knowledge  snippets;  second,  the  knowl-

edge ranking task described above is performed.

In the context of RAG, several optimizations were

proposed to improve the retrieval  process.  [86]  intro-

duces  BEQUE,  a  framework  that  utilizes  LLMs  for

query  rewriting,  aiming  to  bridge  the  semantic  gap,

particularly  for  long-tail  queries,  and  improve  re-

trieval  results.  [87]  addresses  the  challenge  of  creat-

ing  effective  zero-shot  dense  retrieval  systems.  It  in-

troduces hypothetical document embeddings (HyDE),

which uses an instruction-following language model to

generate  a  hypothetical  document  capturing  rele-

vance patterns, and then encodes it with an unsuper-

vised  contrastive  encoder.  The  method  involves  ma-

nipulating  queries  to  generate  hypothetical  docu-

ments  that are  then encoded into embedding vectors

to identify similar real documents in the corpus.

3) Generation
Ut,w

K̃t ut

ut+1

Given  a  dialogue  context  and  a  set  of  rele-

vant  knowledge  snippets  with  respect  to ,  the

generation  system  aims  to  generate  an  appropriate

system response  conditioned on the current dia-

logue context and the selected knowledge. 

fG(Ut, K̃t) = ut+1.

Ut, w

K̃t

ut+1

A  common  solution  involves  the  fine-tuning  of  a

transformer-based  decoder  model  and  incorporating

the  knowledge  as  supplementary  context  during  the

generation  process.  In  this  setting,  during  the  train-

ing  phase  the  dialogue  context  is  passed  along

the knowledge snippets from  and the model is let

generate the output sequence . To reduce the dis-

crepancy  between  training  and  inference,  word-level
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Fig.7.   Architecture  of  an  explicit  knowledge-enhancing  inter-
face based on three subsystems.
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re-sampling techniques can be adopted[78, 88].

V
X

t

Alternatively  to  the  simple  generation  of  the  to-

kens, copy mechanisms allow to choose sub-sequences

in the input sequence and put them at proper places

in  the  output  sequence[89].  Considering  the  global

vocabulary  and  the  vocabulary  of  the  distinct  to-

kens  from  the  input  sequence,  the  idea  consists  in

computing two scoring functions at each time step :

ψg(yt = vi), ∀vi ∈ V
vi

● , the score for generating to-

ken ,

ψc(yt = xi), ∀xi ∈ X
xi

● ,  the  score  for  copying  to-

ken ,

or  analogously  computing  the  switching  probability

between the copy and generate mode[90]. This method

can be exploited by extending the vocabulary with an

additional  vocabulary  from  the  knowledge  source  to

generate  knowledge-enhanced  text[91].  For  example,

[80]  uses a latent variable to encode dialogue history

and  some  selected  knowledge,  and  generates  the  re-

sponse combined with copy mechanism. 

4    Applications (RQ3)

This  section  describes  KCAs'  different  applica-

tions in four topic areas, focusing on the active usage

of additional knowledge to provide more detailed ser-

vices and improve users' experience. 

4.1    Introduction

The  global  market  of  CAs  is  estimated  to  grow

from USD 13.2 billion in 2024 to USD 49.9 by 2030 at

a  compound  annual  growth  rate  (CAGR)  of  almost

25%⑭.  In  a  famous  keynote  speech  from  2016,  the

CEO of Microsoft Satya Nadella affirmed that “Bots

are  the  new apps” forecasting  the  ways  humans  will

interact  with  machines  in  the  future.  Indeed,  the

modes users interact with Web contents and applica-

tions  are  changing  moving  towards  more  conversa-

tional  forms.  In  the  same  year,  chat  and  messaging

apps surpassed by over 20% social network apps for a

number of active users, becoming the first form of in-
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Fig.8.  General structure for knowledge selection as a Q&A task using a Transformer-based model.
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formation  exchange  over  the  Internet⑮.  Nowadays,

users  do  not  use  messaging  apps  just  to  chat  with

friends but also to connect with brands, browse mer-

chandise, and watch content[92].

For  these  reasons,  more  and  more  companies  are

integrating conversational AI technologies due to the

many  benefits  that  they  bring  with  respect  to  tradi-

tional solutions. 

4.1.1    Benefits of CAs

Minimizing the waiting time has been demonstrat-

ed  to  be  a  crucial  aspect  to  customer  satisfaction[93].

CAs  provide  full-time  service  availability  for  users,

ensuring  that  assistance  and  information  access  are

accessible at any time. This 24/7 availability reduces

service  downtime,  offering  users  immediate  support

even  outside  regular  business  hours  and  eliminating

long frustrating waiting times. CAs allow the possibil-

ity  to  deploy  services  across  multiple  channels  offer-

ing a flexible and adaptable interface that accommo-

dates various communication modalities. Users can in-

teract  with  CAs  through  text,  voice,  or  even  multi-

modal  interfaces,  choosing  the  mode  that  suits  their

preferences  and  circumstances.  This  flexibility  en-

hances user convenience and accessibility.

The scalability provided by conversational  AI so-

lutions  can  reduce  operation  costs  automating  work-

flows and freeing employees from repetitive tasks. 

4.1.2    Benefits of KCAs

One of  the  most  compelling  advantages  of  KCAs

empowered by additional knowledge resources is their

capacity  for  personalization.  These  agents  can  craft

highly  individualized  interactions,  catering  to  the

unique preferences,  needs,  and characteristics of each

user.  This  major  exploitation  of  contextual  knowl-

edge  can  help  in  designing  more  dynamic  interfaces

able  to  adaptively  recommend the  resources,  offering

personalized  experiences  based  on  the  user's  needs,

and improving user engagement[94].

The  additional  knowledge  can  also  contribute  to

developing more robust models able to deal with out-

of-scope  requests[40],  providing  frictionless  interac-

tions  instead  of  relying  on  generic  fallback  intents

such  as “Sorry,  I'm  not  able  to  help  you  with  this.”

that will  lead to a bad user experience.  At the same

time,  the  conversational  interactions  can  be  used  to

gather detailed feedback in order to improve further-

more the service provided. 

4.2    General Assistance and Customer Service

General assistance and customer service are two of

the  most  widely  adopted  fields  for  conversational

agents. These were also the scopes for which the first

task-oriented models were originally designed.

Early  conversational  agents  used  approaches

based on static scripts defining apriori different possi-

ble  flows  and choosing  at  each  step  a  predetermined

path based on the input user query. Even if it is a bit

outdated, this pattern still represents one of the most

adopted  strategies.  Tools  such  as  Google's  Di-

alogflow⑯ allow to design conversational agents with-

out specialized programming skills.

The  exploitation  of  knowledge  can  help  design

more  sophisticated  agents  to  dynamically  retrieve

product or resource information in databases and pro-

vide personalized assistance based on users' needs.

SamBot[95] is  a  KCA  introducing  an  interactive

consumer-centric  learning  approach  to  deliver  appro-

priate  answers  to  users’ questions  based  on  knowl-

edge of Samsung marketing domain such as Samsung

promotions,  frequently  asked  questions  (FAQs),  and

general knowledge. In the context of e-commerce, [96]

presents  SuperAgent,  a  KCA  able  to  provide  cus-

tomer service leveraging additional knowledge such as

products specifications, FAQ documents as well as us-

er-generated  content  (e.g.,  product  reviews).  Similar-

ly, RAGE[97] is an agent able to answer product-relat-

ed  questions  based  on  knowledge  collected  directly

from the users reviews of the corresponding product.

Considering  assistance  for  financial  services,  [31]

proposes  StockBabble  to  support  retail  investors

through  a  user-friendly  conversational  interface  and

supplementing  their  informational  needs  with  addi-

tional  knowledge  about  companies,  trading  recom-

mendations,  and  the  latest  news.  [98]  introduces  a

novel  method that  combines  RAG with  a  knowledge

graph  to  improve  customer  service  question  answer-

ing.  The method retains intra-issue structure and in-

ter-issue  relations,  leading  to  better  retrieval  accura-

cy  and  answer  quality.  The  method  has  been  imple-

mented  within  LinkedIn's  customer  service  team,  re-

Fabio Caffaro et al.: Knowledge-Enhanced Conversational Agents 599
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ducing the median per-issue resolution time by 28.6%. 

4.3    Healthcare

In  healthcare,  KCAs  access  extensive  medical

databases  and  the  latest  research  findings  to  assist

healthcare professionals in diagnosing conditions, rec-

ommending  suitable  treatment  options,  and  educat-

ing  patients  about  their  health.  Improving  ``Health

Communication and Health Information Technology''

was  one  of  the  Leading  Health  Indicators  of  the

Healthy People 2020 (HP2020) program monitored by

the  National  Center  for  Health  Statistics⑰.  [99]  re-

ports how the goal set by HP2020 to reach the 45% of

the  population  able  to  access  health  information  on-

line without frustration⑱ was not met. To this extent,

KCAs can have a huge impact on healthcare provid-

ing  an  easy  way  to  access  and  navigate  through  the

myriad of  information available on the Web or help-

ing  to  perform  a  first  self-assessment  in  non-critical

scenarios, reducing the costs and improving the acces-

sibility  to  care.  An example  in  this  sense  is  Babylon

AI,  a  diagnostic  system  that  allows  people  to  auto-

matically  triage  based  on  their  self-reported  symp-

toms, personal knowledge regarding their medical his-

tory and factual medical knowledge reviewed by clini-

cal  experts.  This  solution  shows  levels  of  safety  and

accuracy  comparable  to  human  doctors,  demonstrat-

ing to be a valuable solution to save health workforce

and resources[100].

[101]  proposes  iHelpr  a  simple  chatbot  that  pro-

vides  a  guided  self-assessment  in  the  area  of  mental

health.  Afterward,  based  on  this  assessment  it  re-

trieves  the  most  appropriate  recommendations  from

its  evidence-based knowledge base.  In the case  of  es-

calated  risk,  it  provides  helpline  numbers  and  emer-

gency contact information to the user.

Among  the  over 70 000 Alexa  skills  available  for

Amazon Alexa, many are centered on improving men-

tal  and  physical  health.  WebMD⑲ for  example,  pro-

vides assistance giving answers to health-related ques-

tions such as symptoms, treatments, causes for condi-

tions and definitions of medical terms. Similarly, [102]

discusses  the  development  of  Almanac,  a  large  lan-

guage model framework designed for clinical medicine.

The LLM model is augmented with retrieval capabili-

ties  to  provide  medical  guideline  and  treatment  rec-

ommendations.  Almanac  was  evaluated  on  a  novel

dataset  of  clinical  scenarios  by  a  panel  of  physicians

showing  significant  improvements  in  factuality,  com-

pleteness, and safety across various specialties.

All  these models operate reactively,  taking action

only after being interrogated. A goal for future KCAs

is  to  operate  proactively,  providing  dynamic  assis-

tance  through  user-specific  suggestions  or  reminders.

To this extent, KCAs equipped with knowledge from

medical databases can provide patients with personal-

ized health  advice,  taking into  account  their  medical

history,  current  symptoms,  and  relevant  clinical

guidelines. Preventive intervention for modifiable risk

factors is an interesting area of research for KCAs in

healthcare.  [103]  introduces  Health-LLM,  a  personal-

ized  disease  prediction  model  that  integrates  large-

scale  feature  extraction  with  medical  knowledge.

Health-LLM  offers  detailed  task  information  from

health  reports,  professional  medical  expertise  adjust-

ment,  and  semi-automated  feature  extraction  to  en-

hance  disease  prediction  accuracy.  Health-LLM  out-

performs  traditional  methods  and  other  large  lan-

guage  models  in  accuracy  and  F1  score,  demonstrat-

ing  its  potential  to  improve  disease  prediction  and

personalized health management.

One  of  the  primary  limitations  preventing  the

widespread  adoption  of  LLMs  in  the  healthcare  sec-

tor is the concern that even robust LLMs may gener-

ate responses that are unsuitable for use in the safety-

critical medical domain[11]. The enhancement of these

models with external knowledge presents a promising

solution.  [104]  proposes  an  innovative  approach  that

leverages a medical knowledge graph derived from the

National  Library  of  Medicine's  Unified  Medical  Lan-

guage System (UMLS) to augment the proficiency of

LLMs  in  automated  diagnosis  generation.  The  incor-

poration of this KG allows for the interpretation and

summarization of complex medical concepts. [105] in-

troduces SourceCheckup, an evaluation framework to

score  LLMs’ ability  to  cite  relevant  medical  sources.

The framework was validated against a panel of medi-

cal  doctors,  showing  88%  agreement  with  GPT-4's

source  relevance  validation.  However,  it  was  found
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⑰https://www.cdc.gov/nchs/healthy_people/hp2020.htm, May 2024.
 

⑱Accessing health information without frustration is defined as responding “strongly agree” to the question: “Based on the results
of your most recent search for information about health or medical topics, how much do you agree or disagree with the following statement?
You  felt  frustrated  during  your  search  for  the  information.” Response  options  were  measured  on  a  4-point  scale,  ranging  from  1  =
strongly disagree to 4 = strongly agree[99].

 

⑲https://www.amazon.com/WebMD-Health-Corp/dp/B01MRM361G, May 2024.
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that  50%  to  90%  of  the  statements  of  GPT-4,  and

about  30%  of  the  statements  of  GPT-4  plus  RAG

knowledge  augmentation,  are  not  fully  supported.

This  study  highlights  the  necessity  of  further  im-

provements to fortify the reliability of these models in

critical environments. 

4.4    Education

In traditional learning environments, it is difficult

to  provide  personalized  learning  support  and  to  im-

prove  the  learning  experience  based  on  the  specific

learner's  personal  needs.  Growing  research  interest

has  been  displayed  in  pedagogical  conversational

agents[106, 107].  In  education,  KCAs  integrate  external

educational resources,  textbooks, and reference mate-

rials, can assist students with homework, answer aca-

demic  queries,  and  explain  complex  concepts,  ulti-

mately  fostering  a  conducive  learning  environment.

Moreover,  they  can  tailor  their  guidance  to  a

student's learning pace and individual challenges, en-

suring a more effective and personalized learning jour-

ney[108]⑳.

[35] proposes the Personal Assistant for Life-Long

Learning PAL3 with the goal to create an agent that

can  accompany  learners  throughout  their  academic

careers. It is implemented as a virtual embodied KCA

with  an  adaptive  recommendation  engine  that  pro-

vides  personalized  access  to  a  set  of  knowledge  re-

sources  and  learning  material.  This  agent  prevents

skill decay in between periods of formal instruction to

monitor and increase the engagement and motivation

of the student through the gamification of  the learn-

ing process. At the moment the prototype is restrict-

ed  only  to  a  single  domain,  supporting  US  Navy

sailors to advance from their level of electronics tech-

nician training.  However,  ensuring accurate personal-

ization requires reliable knowledge sources and an un-

derstanding of diverse learning profiles.

Considering  the  universally  recognized  key  role

that  conversational  interaction has  in  learning a  sec-

ond  language[109],  the  adoption  of  KCAs  to  this  ex-

tent  seems  to  be  fairly  natural.  KCAs  can  facilitate

language learning by providing real-time translations,

language  exercises,  pronunciation  guidance,  and  cul-

tural context from external knowledge.

In 2023, Duolingo introduced Duolingo Max㉑,  an

advanced subscription tier that leverages GPT-4 tech-

nology  to  enrich  language  learning  with  features  like

“Explain  My  Answer” and “Roleplay”㉒,  providing

personalized  feedback  and  interactive  conversation

practice to enhance the educational experience.

Finally,  [110]  adopts  an  interesting  approach.  In

contrast  with  the  majority  of  the  studies,  which  use

agents as peers or that make agents to imitate teach-

ers, the authors overturned the roles of the two inves-

tigating the adoption of a KCA to support the learn-

ing-by-teaching  paradigm,  where  the  agent  receives

instructions from the students. The model called Cu-

riosity Notebook allows students to select a topic and

the  model  provides  related  articles  sampled  from  a

knowledge source in its memory system. Students can

use  a  textual  interface  to  highlight  important  sen-

tences.  After  they  finish,  they  can  start  a  conversa-

tional  interaction  with  the  agent  in  which  the  agent

will  ask  questions  related  to  the  document  and  the

student tries to answer them. This interaction allows

the students to reflect on their own knowledge and, as

a result, to obtain a deeper comprehension of the sec-

tions on which they are most unprepared. 

4.5    Games

One of the key aspects of a videogame is the im-

mersion  that  it  provides  to  the  players.  Nowadays,

computer graphic techniques allow to recreate photo-

realistic  virtual  words  with  incredible  richness  of  de-

tails.  However,  it  is  commonly  agreed  that  the  total

photo and audio-realism are not necessary for a virtu-

al  environment  to  produce  in  the  viewer  a  sense  of

immersion[111].

Another  way  to  enhance  the  immersion  is  to  in-

crease the player's freedom to interact with the envi-

ronment giving the feeling of  a living dynamic world

where the player's actions have repercussions. A clas-

sical  example  is  providing  a  non-linear  experience

where the decision made by the player influences the

progress  of  the  story.  In  particular,  one  of  the  main

channels through which the main story is carried for-

ward  is  constituted  by  the  interactions  between  the

player  and  non-player  characters  (NPCs).  However,

little progress has been made in the last years to im-

prove  the  techniques  adopted  to  implement  dynamic

conversations  in  videogames.  In  modern  games  that
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⑳https://blog.duolingo.com/learning-how-to-help-you-learn-introducing-birdbrain, May 2024.
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allow  multiple  choices,  typically  the  dialogues  with

NPCs are highly structured and implemented through

rule-based  approaches  for  NLU  that  rely  on  a  dia-

logue  tree  (or  dialogue  flow)  where  at  each  turn  the

player  can select  one option among a predefined set.

The  application  of  KCAs in  this  context  can greatly

increase the engagement of the players, letting the us-

er  have  active  participation  in  the  interaction  and

providing conversational feedbacks to the players, tai-

lored to their personal actions, making every player's

experience with the game unique.

Façade[112] is an early experiment on this field. It

is  a  real-time,  first-person  game  that  adopts  a  KCA

to bring on an interactive drama. Recently,  NVIDIA

introduced  Avatar  Cloud  Engine  (ACE),  a  suite  of

technologies  for  creating  lifelike  digital  avatars  using

generative AI (Fig.9).  ACE transforms generic NPCs

into  interactive  characters  that  can converse  and as-

sist  players  in  games㉓.  Similarly,  Ubisoft  presents

NEO  NPC,  a  generative  AI  prototype  to  enhance

NPC interactions in video games. The goal is to cre-

ate  NPCs  that  players  can  have  real  conversations

with, beyond pre-determined dialogue trees, maintain-

ing  the  authenticity  of  the  character  and  scenario.

Writers craft the NPCs’ backstories and personalities,

which  are  then  used  as  additional  knowledge  for  the

LLM. The model uses an iterative approach to refin-

ing  the  AI's  dialogue,  ensuring  it  stays  true  to  the

character's  envisioned  personality  and  reacts  appro-

priately to player inputs㉔.

Another  interesting  application  for  KCAs  in  the

field of games is the text adventures in which players

use  textual  commands  to  control  the  characters  and

influence the environment. AI Dungeon㉕ is a text ad-

venture game based on GPT-3 that exploits addition-

al knowledge to create entertaining stories, retain in-

formation about the users profiles and their decisions,

and model the background information about the en-

vironment  and  the  events  that  already  happened  in

the  story  in  order  to  provide  a  coherent  narration.

The  agent  allows  also  the  possibility  to  the  user  to

dynamically  intervene  to  modify  the  game  environ-

ment by adding new knowledge. 

5    Future Challenges (RQ4)

The  refinement  of  knowledge-enhancing  tech-

niques  for  conversational  agents  is  shown  to  be  a

promising research path to design agents able to pro-

vide  more  specific  responses.  To  this  extent  many
 

Convai Fine Tuned

LLM Plus RAG

Video Game Player

NVIDIA Riva

Speech-to-Text
Additional Knowledge

Long Term Memory

Actions

Scene Perception

Persona

Backstory

Convai

Text-to-Speech

NPC

Convai Unreal

Engine Plugin

Fig.9.  Example of the architecture proposed by NVIDIA ACE. The LLM is enhanced with additional contextual knowledge such as
the character “Persona” and the background story in order to provide contextualized answers.
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㉓https://www.nvidia.com/en-us/geforce/news/nvidia-ace-architecture-ai-npc-personalities, May 2024.
 

㉔https://news.ubisoft.com/en-us/article/5qXdxhshJBXoanFZApdG3L/how-ubisofts-new-generative-ai-prototype-changes-the-
narrative-for-npcs, May 2024.

 

㉕https://play.aidungeon.com, May 2024.
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progresses are still required. This section discusses dif-

ferent interesting paths of research for future develop-

ments of knowledge-enhanced conversational agents. 

5.1    Few-Shot and Zero-Shot Learning

Knowledge-enhancing techniques  can improve the

performance  of  CAs  in  knowledge-intensive  tasks.

However,  these  solutions  are  typically  task-specific

and rely  heavily  on  labeled  data  for  training.  There-

fore,  there  is  a  pressing  need  for  KCAs  to  enhance

their  ability  to  generalize  their  knowledge  and  skills,

allowing  them  to  swiftly  adapt  to  new  domains,  in

few or even zero-shot learning settings.

The schema-guided paradigm provides an interest-

ing possible solution to dynamically scale to new do-

main  making  predictions  over  a  dynamic  set  of  in-

tents and slots, provided as input, using their natural

language  descriptions[113].  Another  promising  path  of

research regards the application of meta-learning[114].

Finally,  while  LLMs have  shown promise  as  few-

shot learners in open-domain settings[4], their applica-

tion  in  high-risk  domains  remains  an  open  problem

due to the challenge of reliably generating outputs[11]. 

5.2    Lifelong Learning

To be really efficient, KCAs should also be capa-

ble  of  learning  continuously,  gaining  experience,  and

accumulating in their memory systems the knowledge

acquired  during  the  various  interactions.  This  prob-

lem  is  referred  to  as  continuous  or  lifelong

learning[115].  Research in  this  area  is  still  in  the  very

early stages. [116] proposes a model for KCAs to en-

able  them to  interactively  learn  new  knowledge  dur-

ing the conversations. Another interesting area of re-

search  focuses  on  the  capabilities  of  the  models  to

adapt to changing environments. This problem is sig-

nificantly more difficult when new domains come with

limited  or  zero  training  samples.  [117]  investigates

adaptation  to  dynamic  knowledge  graphs.  These

graphs  feature  temporal  states/entities  and  evolving

relations, exploited to help KCAs to adapt seamlessly

to  shifting  knowledge  landscapes.  Additionally,  [118]

explores the possibility of KCAs acquiring knowledge

through  self-learning  in  dialogues.  This  interdisci-

plinary work aims at  developing self-learning conver-

sational agents (SLCAs) capable of autonomously ac-

quiring knowledge through interactions with individu-

als.  The  findings  of  this  research  promise  significant

theoretical  and  practical  implications  across  various

scientific domains.

However,  lifelong  learning  presents  several  sub-

stantial challenges. One of the most important is the

potential for knowledge forgetting over time, especial-

ly when faced with a continuous stream of new infor-

mation. This phenomenon, often referred to as “catas-

trophic  forgetting”,  requires  innovative  solutions  to

allow  KCAs  to  retain  and  build  upon  previously  ac-

quired knowledge[119].

In  summary,  the  pursuit  of  lifelong  learning  and

adaptive  capabilities,  along  with  addressing  chal-

lenges  like  catastrophic  forgetting,  will  empower

KCAs  to  remain  relevant,  knowledgeable,  and  effec-

tive  in  dynamic  environments.  These  advancements

will ensure that KCAs can consistently provide valu-

able support. 

5.3    Reasoning System

The  human  language  system has  evolved  to  sup-

port  efficient  communications  not  to  construct  com-

plex  thoughts[120].  In  particular,  the  human  language

system does not support non-linguistic cognitive abili-

ties,  but it  is  intimately linked with the system that

supports social cognition. These discoveries suggest a

dichotomous  system composed  of  a  language  system,

which handles the communication part and a reason-

ing system that deals with the sociability, integrating

contextual information from the environment.

Concerning  language  systems,  current  neural  lan-

guage models are already quite advanced. Indeed, the

human  language  system  is  fundamentally  predictive,

and  modern  neural  language  models  based  on  next-

word  prediction  (e.g.,  GPT-2)  are  able  to  predict

nearly 100% of explainable variance in neural respons-

es to sentences[121].

In this sense, further improvements in the conver-

sational  capabilities  of  KCAs  would  come  from  not

only the advancement in language generation models,

but also the development of proper reasoning systems

able  to  cope  with  the  social  cognition  part  of  the

agents.  In  this  setting,  a  reasoning system should be

able to perform high-level inferences on the conversa-

tional  input  exploiting  the  knowledge  already  ac-

quired and stored in the memory system and integrat-

ing  it  with  contextual  information  coming  from  the

environment  such  as  situational  factors  and  social

cues[122].
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In  addition,  a  reasoning system could also  imple-

ment subsystems to keep long-term goals in the con-

versation[123],  analyze  the  input  through  conceptual

models  to  identify  structural  wrongness  in  the  input

arguments[124]. 

5.4    Trustworthiness

One  of  the  main  challenges  limiting  the  diffusion

of  conversational  agents,  especially  in  high-risk  do-

mains,  is  related  to  security  and  privacy  issues  that

directly  affect  users’ confidence  and  consequently

their willingness to adopt the technology[125, 126].

Recent  surveys  underscore  this  growing  aware-

ness among users about their personal data. A survey

of 1000 U.S. consumers revealed that 85% of respon-

dents  would  not  forgive  a  company's  misuse  of  their

data,  even if  they had previously placed trust  in the

brand㉖.  Moreover,  a  staggering  91%  expressed  the

desire for stringent government regulations to protect

their data. The lack of trustworthiness can lead to re-

luctance among many individuals to engage in conver-

sational  tasks  that  involve  sharing  sensitive  personal

data[20].

This  behavior  shows  an  increasing  demand  for

trustworthiness  that  can  be  achieved  with  improve-

ments  in  the  perceived  quality  in  terms  of  usability,

perceived  security,  and  privacy  of  the  data  shared

with  the  agents[127].  In  this  sense,  further  advance-

ments  are  still  necessary,  especially  in  sectors  that

deal  with  confidential  data  such  as  banking[128],

healthcare[129], and data about underage users[130].

In conclusion, the assurance of trustworthiness re-

mains a pivotal objective in the evolution of conversa-

tional  agents.  Addressing  security  and  privacy  con-

cerns,  and  increasing  user  perceived  quality  are  cen-

tral  to  the  acceptance  of  these  agents  across  various

sectors and applications[131]. 

6    Conclusions

In this work, we outlined the technology support-

ing  knowledge-enhanced  conversational  agents

(KCAs),  providing  an  extensive  overview  of  the  im-

plementation techniques and reviewing different appli-

cations and possible paths for future developments.

The  potential  disruptiveness  of  KCAs  is  drawing

interest  from  industries  and  the  general  public,  and

the  related  market  is  expected  to  explode  in  the  fol-

lowing  years  with  a  compound  annual  growth  rate

(CAGR) of over 25%.

From  a  general  point  of  view,  KCAs  position

themselves  as  access  points  to  resources  or  services,

offering  a  valid  alternative  to  more  traditional  solu-

tions and providing a natural interface based on con-

versational features for the users.

The focal point of KCAs is the exploitation of dif-

ferent  knowledge  resources,  such  as  domain-specific

knowledge (e.g., product specifics), information about

the user's profile, and contextual data (e.g., time and

location) as a means to design highly personalized ex-

periences  tailored  to  each  user's  exigencies  and  thus

leading to higher user engagement rates.

Despite  the  enormous  potential  of  KCAs,  many

improvements  are  still  necessary  in  order  to  enable

the diffusion of these models. In particular, one of the

main issues that are currently limiting their adoption

is the perceived quality of the service. In this sense, a

major  challenge  for  the  future  regards  a  fair  and

transparent  use  of  the  data  in  order  to  gain  more

trustworthiness. 
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