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Abstract    Knowledge distillation is often used for model compression and has achieved a great breakthrough in image

classification,  but  there  still  remains  scope  for  improvement  in  object  detection,  especially  for  knowledge  extraction  of

small objects. The main problem is the features of small objects are often polluted by background noise and not promi-

nent due to down-sampling of convolutional neural network (CNN), resulting in the insufficient refinement of small object

features  during  distillation.  In  this  paper,  we  propose  Hierarchical  Matching  Knowledge  Distillation  Network  (HMKD)

that operates on the pyramid level P2 to pyramid level P4 of the feature pyramid network (FPN), aiming to intervene on

small object features before affecting. We employ an encoder-decoder network to encapsulate low-resolution, highly seman-

tic information, akin to eliciting insights from profound strata within a teacher network, and then match the encapsulated

information with high-resolution feature values of small objects from shallow layers as the key. During this period, we use

an attention mechanism to measure the relevance of the inquiry to the feature values. Also in the process of decoding,

knowledge is distilled to the student. In addition, we introduce a supplementary distillation module to mitigate the effects

of  background noise.  Experiments  show that  our  method achieves  excellent  improvements  for  both  one-stage  and two-

stage object detectors. Specifically, applying the proposed method on Faster R-CNN achieves 41.7% mAP on COCO2017

(ResNet50 as the backbone), which is 3.8% higher than that of the baseline.

Keywords    knowledge distillation, object detection, small object detection, machine learning

 
 

1    Introduction

In recent times, there has been a significant surge

in  computer  vision  research,  with  a  particular  up-

swing  in  the  prominence  accorded  to  the  domain  of

small  object  detection.  Previous  studies[1, 2] have  of-

ten employed complex and large networks to enhance

the  detection  accuracy  of  small  objects.  However,

these performance gains typically come at the cost of

increased computational demand, making it challeng-

ing  to  deploy  such  models  on  mobile  and  edge  com-

puting  devices,  which  generally  lack  the  necessary

processing power. To address the computational limi-

tations,  a  lot  of  work  has  focused  on  developing

lightweight  neural  networks.  Techniques  such  as

quantization[3, 4], network pruning[5, 6], and knowledge

distillation[7, 8] have  proven  effective  in  reducing  the

complexity of these networks. Knowledge distillation,

in  particular,  involves  compressing  a  trained  large-

scale  model  into  a  smaller,  yet  well-performing,

lightweight  model.  In  this  process,  the  large  model,

referred  to  as  the  teacher,  imparts  its  knowledge  to
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the  smaller  model,  known  as  the  student.  The  stu-

dent,  without  altering  its  network  architecture,  not

only  learns  the  ground truth from the  training  data,

but  also  benefits  from  the  teacher's  refined  knowl-

edge, thereby improving its generalization capabilities.

Most knowledge distillation methods are based on

object  features[9–11].  These  researchers  distill  the  sug-

gested  regions  predicted  by  the  region  proposal  net-

work (RPN)[12] or the features extracted from the fea-

ture pyramid network (FPN)[13]. Researchers are con-

tinually  striving  to  determine  how  to  effectively  lo-

cate and distill  useful knowledge. For instance, Kang

et al.[14] employed a conditional distillation network to

identify  the  necessary  knowledge  and  facilitate  the

transfer of instance-specific knowledge.

Although these methods have achieved significant

breakthroughs,  they  often  overlook  the  inherent  dif-

ferences in object sizes,  which implies that objects of

different  scales  contribute  varying  degrees  of  knowl-

edge within the feature space. This variation leads to

differing  levels  of  difficulty  in  knowledge  extraction.

Consequently, objects of different scales should not be

treated  equally.  As  illustrated  in Fig.1,  different

methods  for  small  object  detection  are  compared.

Specifically, as shown in Fig.1(b), conventional knowl-

edge distillation methods are evidently insufficient for

accurately  recognizing  small  objects.  This  insufficien-

cy  is  apparent  in  the  missed  detections  of  small  ob-

jects  such  as  cars,  people,  and  kites.  The  fundamen-

tal  challenge  in  learning  small  object  features  lies  in

their potential dilution during the down-sampling pro-

cess of  convolutional  neural  networks (CNNs).  More-

over,  small  objects  are  more  susceptible  to  interfer-

ence from background noise,  making their  knowledge

distillation  particularly  challenging.  Just  as  teachers

should pay extra  attention to  knowledge  that  is  am-

biguous or difficult for students to grasp, similar care

must be taken in distilling knowledge related to small

objects  to  avoid  omissions  or  misunderstandings.

These issues pose a significant challenge in the effec-

tive refinement of small object knowledge.

To  enhance  students'  understanding  of  small  ob-

ject  knowledge,  we  propose  Hierarchical  Matching

Knowledge Distillation Network (HMKD) as shown in

Fig.2.  This  network  is  designed  to  improve  the  stu-

dent  model's  learning  of  small  object  features  in  the

shallow, high-resolution layers of the FPN, specifical-

ly focusing on the P2 to P4 layers. Through hierarchi-

cal  matching,  a  decoding  network  is  introduced  to

identify and extract challenging knowledge. Specifical-

ly, we first separate the foreground and background of

the image to prevent small objects from being pollut-

ed  by  the  background  during  down-sampling.  Then

we  encode  the  strong  semantic  information  of  small

objects at low resolution as inquiries and use the fine-

grained  feature  values  at  high  resolution  as  key  val-

ues.  As  shown  in Fig.1(b),  most  of  the  background

area is highlighted. We observe that distilling knowl-

edge  for  the  foreground  only  is  not  the  optimal  ap-

proach;  the  relationship  between  foreground  and

background  must  also  be  considered.  Therefore,  we

design  an  additional  supplementary  distillation  mod-

ule  to  impart  the  relationships  between  the  fore-

ground and background to the student as part of the

distillation  process.  The  contributions  of  this  paper

are as follows:

● We  develop  the  Hierarchical  Matching  Knowl-

edge  Distillation  Network  (HMKD)  that  distills

knowledge  separately  from the  foreground  and  back-

ground,  significantly  improving  the  performance  of

small object detection.

● We  design  a  distillation  strategy  that  encodes

high-semantic  information  at  low-resolution  of  FPN

as  inquiries  and  represent  fine-grained  graph  feature

values at high-resolution as key-values to improve the

refinement  of  small  object  features.  Additionally,  we

introduce  a  supplementary  distillation  module  to  re-

duce background interference.

● We conduct extensive and comprehensive exper-

iments on both one-stage and two-stage object detec-

tors. HMKD shows consistent and significant improve-

 

(b)

(a)

(c)

Fig.1.   Detection  results  comparison  of  small  objects  using
Grad-CAM heatmaps[15]. Small objects are highlighted with red
boxes. It is evident that our method demonstrates a significant-
ly  higher  sensitivity  to  small  objects  compared  to  the  others.
(a) Conventional Detection. (b) General KD. (c) Our HMKD.
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ments on the COCO2017① and VisDrone② datasets. 

2    Related Work
 

2.1    Knowledge Distillation

Recently,  there  have  been  many  researches  using

knowledge  distillation  for  object  detection  with  no-

table  results.  Kang et  al.[14] proposed  a  novel  ap-

proach  for  extracting  knowledge  by  using  instance

search  to  transfer  image  features  from the  instructor

to  the  student.  Yang et  al.[17] addressed  the  issue  of

uneven  differences  between  feature  maps,  which  can

negatively  affect  feature  extraction.  They  optimized

the  separation  of  background  and  foreground  to  en-

courage  the  student  model  to  focus  on  the  teacher’s
channels  and  pixels.  Chen et  al.[18] proposed  predic-

tion-based methods to extract features from RPN re-

gions and distill foreground knowledge. Wang et al.[9]

focused on extracting regions with maximum IoU be-

tween  anchor  points  and  ground  truth.  Guo et  al.[19]

introduced a new loss  function to address  the imbal-

ance  between  the  background  and  objects.  However,

these  methods  are  heuristic-based  and  require  prede-

fined  rules,  making  them  inflexible.  In  contrast,

Zhang  and  Ma[10] incorporated  the  attention  mecha-

nism into knowledge rectification and established spa-

tial  channel  attention  for  distillation.  Chang et  al.[20]

proposed  the  DETRDistill  method,  a  general  knowl-

edge distillation framework tailored for  DETR. They

utilized  target-aware  feature  distillation  to  help  the

student model learn from the teacher model’s object-

centric  features  and  introduced  query  prior  distribu-

tion distillation to expedite the student model’s learn-

ing from well-trained queries and stable distributions

of the teacher model.

None  of  these  methods  pay  specific  attention  to

the challenge of detecting small objects. In the distil-

lation  process,  objects  of  different  sizes  cannot  be

treated equally, as smaller objects are inherently more

difficult to detect and are more prone to information

loss. To address this issue, focused distillation is nec-

essary to prevent the loss of critical information from

small  objects  and  to  enhance  detection  accuracy.  To

overcome  these  limitations,  we  propose  a  distillation

method that  specifically  enhances  knowledge  transfer

for  small  objects.  Our  method  uses  hierarchical

matching to improve the student model's understand-

ing of difficult concepts, such as small objects, there-

by  ensuring  better  retention  and  detection  perfor-

mance. 

 

  

 

Teacher

Student

Neck

 

Neck

HMKD Encoding
Module

Decoding
Module

Low-Resolution
Location

High-Resolution
Feature Values

Matching

Binary Mask Scale Mask

General Object

Person     Kite

Person     Kite

Small Object FPN (P2, P3)

Inquiry

Supplemental
Distillation

GcBlock

GcBlock

(P4)

Enhance

Binary Mask Scale Mask

Fig.2.  Pipeline of our method. Firstly, the foreground and background are separated to prevent the background information from
excessively interfering with the extraction of small objects. Then HMKD is used to enhance the small object features, thus improv-
ing the detection ability of the student model. Meanwhile, GcBlock[16] is used to distill the background information.
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①https://cocodataset.org/#download, Jul. 2024.
 

②https://github.com/VisDrone/VisDrone-Dataset, Jul. 2024.
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2.2    Object Detection

CNN-based  object  detection  frameworks  can  be

categorized  into  one-stage[21],  two-stage[12],  and  an-

chor-free[22] methods. A notable example of one-stage

detector  is  RetinaNet[21],  which  applies  focal  loss  to

address  the  imbalance  between  the  background  and

foreground.  When  combined  with  FPN,  its  perfor-

mance  is  comparable  to  that  of  two-stage  detectors.

The  YOLO[23] series,  currently  under  active  develop-

ment,  directly  regresses  box  coordinates  and  class

probabilities  from  image  pixels,  offering  a  significant

speed advantage.

In contrast, a classical two-stage detector is Faster

R-CNN[12],  which  employs  a  region  proposal  network

(RPN) to efficiently generate proposal regions. FPN is

used to capture multi-scale feature maps through lat-

eral connections, offering superior detection accuracy,

though it typically lags behind one-stage detectors in

speed.  Anchor-based  detection  methods  utilize  an-

chor  boxes  of  various  aspect  ratios  to  label  objects

and apply heads to classify and regress each anchor.

Recently,  an  anchor-free  detection  framework

FCOS[22] has been introduced, predicting label coordi-

nates and candidate boxes using a fully convolutional

network. Since all these frameworks require input fea-

tures,  our  knowledge  distillation  approach can be  ef-

fectively applied to enhance these detectors.

Huang et al.[24] proposed a simple yet powerful su-

per  token  attention  (STA)  mechanism.  STA  decom-

poses  global  attention  into  sparse  correlation  graphs

and  low-dimensional  attention  multiplication,  there-

by  creating  a  hierarchical  visual  transformer.  Zhu et
al.[25] introduced  a  novel  dynamic  sparse  attention

mechanism through dual-layer routing, enabling more

flexible  computation  allocation  based  on  content

awareness.  This  new  general-purpose  visual  trans-

former  is  named  BiFormer.  Tian et  al.[26] addressed

the challenge of fragile scalability with respect to tar-

get  resolution  and  proposed  the  ResFormer  frame-

work.  This  framework  is  built  upon  the  innovative

concept of multi-resolution training, aimed at enhanc-

ing performance across various testing resolutions. 

2.3    Small Object Detection

Small  object  detection  is  particularly  challenging

due  to  factors  such  as  limited  semantic  information

and vulnerability to interference from complex scenes.

Most  current  research has  improved small  object  de-

tection  performance  through  various  approaches,  in-

cluding data augmentation[27, 28], enhancing input fea-

ture resolution[29, 30], multi-scale information fusion[31, 32],

and leveraging contextual semantic information[1].

In recent years, scale regularization strategies such

as  SNIP[32] and  SNIPER[33] have  been  developed  to

address  the  issue  of  varying  object  sizes  across  im-

ages of different resolutions. Chen et al.[34] introduced

a  feedback-driven  data  provider,  aiming  to  enhance

small object detection by balancing detection loss. Al-

though  this  technique  provides  a  promising  solution

to the challenges of small object detection, its applica-

tion  within  the  knowledge  distillation  paradigm  has

been largely overlooked.  Similarly,  TridentNet[31] is  a

parallel multi-branch approach, utilizing different per-

ceptual fields to generate more accurate and discrimi-

native features for small objects. 

3    Method
 

3.1    Overview

In  contemporary  object  detection  methodologies

that hinge on detector architecture, the extraction of

features  pertaining  to  diminutive  entities  frequently

entails recourse to high-resolution feature maps. How-

ever,  a  student  may  have  weaker  capabilities  in  ex-

tracting such features  compared with its  teacher.  To

address  this  issue,  we  propose  an  algorithm that  en-

hances the student's ability to learn features of small

objects.  Specifically,  we  strengthen  the  extraction  of

high-resolution  features  in  the  shallow  stages  of  the

FPN. We adopt a hierarchical matching approach for

knowledge  transfer,  taking  high-level  semantics  of

small  objects  at  low-resolution  as  inquiries  and  fine-

grained graph features proposed by teachers at high-

resolution layers  as  key-values.  Finally,  the student's

knowledge  is  updated  by  an  attention-weighted  fea-

ture extraction loss. 

3.2    Hierarchical Matching Knowledge

Distillation
 

3.2.1    Foreground and Background Separation

In this subsection, our approach HMKD is elabo-

rated,  which  is  an  enhanced  small  object  knowledge

transfer  algorithm  based  on  hierarchical  matching.

Carion et  al.[35] applied  the  idea  of  encoder  and  de-

coder to object detection in DETR. Kang et al.[14] al-

Yong-Chi Ma et al.: Knowledge Distillation via Hierarchical Matching for Small Object Detection 801



so  applied  it  to  knowledge  distillation.  Inspired  by

this,  we  notice  the  difficulty  in  transferring  informa-

tion  about  small  objects  in  knowledge  distillation.

HMKD utilizes the idea of encoder and decoder. It us-

es  the  high  semantic  information  of  small  objects  at

low resolution as inquiries, and the fine-grained graph

feature  values  presented  by  the  teacher  in  the  high-

resolution layer are used as keys. Finally, the student

is updated through feature distillation losses based on

attention weighting, whose goal is to make these diffi-

cult knowledge available to the student.

M

Since  background  noise  may  have  an  effect  on

small object features, we decide to remove it as much

as possible at first. This allows the model to focus on

the  pure  distillation  of  the  foreground.  We  separate

the background and foreground using the binary mask

.
 

Mx, y =

{
1, if (x, y) ∈ g,

0, otherwise,

g x

y

(x, y)

Mx, y = 1

K

where  indicates the ground-truth area of objects, 

is the horizontal coordinate of the feature map, and 

is  the  vertical  coordinate.  If  matches  the

ground-truth,  then ,  otherwise  it  is  0.  The

proportions of the background and objects are differ-

ent in different images. Large-scale objects cause more

losses  because  they  take  up  more  pixels.  Thus  we

treat each different goal equally in order not to affect

the  extraction of  small  goals.  The proportional  mask

 is to balance the loss in separation:
 

Kx, y =


1

HgWg

, if (x, y) ∈ g,

1

Nbg

, otherwise,

 

Nbg =
H∑

x=1

W∑
y=1

(1−Mx, y),

Hg Wg

K

where  and  denote the height and width of the

boxes respectively. If a pixel is part of more than one

object,  takes the minimum value. 

3.2.2    Distillation Strategy

H ×W

P = {Pl | Pl ∈ R(H/2l)×(W/2l)×C}

The one-stage RetinaNet classifies objects using a

single  feature pyramid network (FPN) module,  while

the  two-stage  faster  R-CNN  employs  two  detection

heads  for  localization.  Given  an  input  image  of  size

,  the feature maps produced by the FPN can

be  denoted  as  a  set ,

lwhere  indicates  the  level  of  the  pyramid, C repre-

sents  the  number  of  channels  in  each  feature  map,

corresponding  to  different  types  of  learned  feature

representations such as edges, textures, or color infor-

mation at each level of the pyramid.

2l

MAP l ∈ R(H/2l)×(W/2l) MAP x′, y′

l

(x′, y′)

We introduce  a  new head  module,  called  Inquiry

Head, which works in parallel with the original detec-

tion head to predict the approximate location of small

objects. The Inquiry Head receives feature maps as in-

put with a stride of , and outputs a probability map

, where  denotes the

probability  that  the  network  contains  a  small  object

at location .

32× 32

sl

t

If  the  area  occupied  by  an  object  is  less  than

 pixels,  it  is  considered  a  small  object.  The

distance  between the  central  point  of  the  object  and

other positions on the feature map is encoded as part

of  the  Inquiry  Head's  object  mapping.  Distances  less

than a certain threshold  are encoded as 1, while the

others are set to 0. We train the Inquiry Head using

focal loss, and select positions with prediction results

higher than a critical value  as potential locations for

small objects.

IS
i IT

i

i

Next,  the  student  needs  to  learn  the  more  diffi-

cult  parts  of  the  knowledge.  We  suggest  focusing  on

delivering  small  object  information  from  the  teacher

to the student, as illustrated in Fig.3.  and  cor-

respond  to  the -th  piece  of  information  for  the  stu-

dent and teacher, respectively.
 

Lsmall−distill =
N∑
i=1

H∑
x=1

W∑
y=1

Mx, yKx, yLs(I
S
i(l−1), I

T
i(l−1)).

T

zi

IT
i = D(T , zi) IS

i

D

The  knowledge  of  the  teacher  is  denoted  by ,

and  the  knowledge  of  the  condition  can  be  ex-

pressed as , with  being defined simi-

larly, where  represents the decoding module. Since

currently  commonly  used  detector  contains  a  feature

pyramid  network  (FPN),  we  denote  the  multi-scale

features as:
 

T =
{
Zγ ∈ RC×Hγ×Wγ

∣∣ γ ∈ E
}
,

T

E

C

XT ∈ RU×C

U =
∑

γ∈E
HγWγ

A = {ai}Q
i=1 Q ai

where  represents  the  collection  of  multi-scale  fea-

tures from the teacher,  denotes the set of different

scales  (resolutions),  and  indicates  the  channel  di-

mension.  We  obtain  by  concatenating

features from different scales, where 

represents  the  total  number  of  pixels  across  multiple

scales.  After  extracting  the  information  related  to

small  objects,  we  need  to  annotate  it,  denoted  by

, where  is the number of objects and 

802 J. Comput. Sci. & Technol., July 2024, Vol.39, No.4



represents  the  annotation  of  each  object,  including

category and size information.

bi

To generate a learnable embedding of localization

knowledge for each small object, we need to annotate

the  inquiry  feature  vector.  This  inquiry  feature  vec-

tor  specifies  the  conditions  for  collecting  the  re-

quired knowledge:
 

bi = Fb(δ(ai)), bi ∈ RC ,

δ(∗) Fb

Nm

j (F k
j ,F

q
j ,F

v
j )

IT
i

XT V

V ∈ RU×C

where  is  the  encoding  function  and  is  the

multi-layer  perceptron  network  (MLP).  This  process

involves the dot product attention mechanism[36] with

 heads,  which manages the inquiry key attention.

Each head  consists of three linear layers 

responsible for generating keys,  inquiries,  and values,

respectively.  The eigenvalue  is  computed by inte-

grating  and  the  location  embedding ,  where

 represents  the  spatial  information  that  is

projected through the teacher model's network to en-

hance contextual relevance.
 

IT
i(l−1) = F k

j

(
XT + Fpe(V )

)
, F k

j ∈ RU×c,

 

OT
j(l−1) = F v

j

(
XT

)
, OT

j ∈ RU×c,

 

bij(l−1) = F q
j (bi) , bij ∈ Rc,

 

mij = softmax
(
IT
i bij√
c

)
, mij ∈ RU ,

Fpewhere  denotes  the  linear  projection  on  the  loca-

OT
j(l−1)

c =

C/Nm F v
j

bij(l−1) F q
j

Pl−1

mij j

i

IT
i(l−1) bij(l−1)

IT
i(l−1) = {(mij,O

T
j(l−1))}Nm

j=1

T

i

tion  embedding.  The  value  features  are  pro-

jected  onto  a  subspace  with  channel  dimension 

 using the linear mapping ,  and the inquiry

features  are similarly projected using . Both

projections  are  performed  on  the  feature  space .

The perceptual attention mask  for the -th head

of the -th information is obtained by the normalized

dot product of  and . In summary, the in-

quiries  along the key and value features  describe the

correlation between results and the small object infor-

mation.  We  gather  as  the

localization  information  extracted  for  small  objects

from ,  which  encodes  the  knowledge  corresponding

to the -th information.

It should be noted that there are fundamental dif-

ferences between our method and Querydet[2]. The in-

quiry  mechanisms  of  the  two  are  different.  Our  ap-

proach  focuses  on  enhancing  the  transfer  of  knowl-

edge  for  small  objects  from  the  teacher  to  the  stu-

dent during the knowledge distillation process. 

3.2.3    Supplemental Distillation

Next  is  the  supplemental  distillation  module,

where  we  use  Gcblock[16] to  extract  background

knowledge.  In Subsection 3.2.1 and Subsection 3.2.2,

we  first  separated  the  background  and  distilled  the

foreground knowledge, but this approach neglects the

interaction  between  the  foreground  and  background.

Therefore, we utilize this module to supplement miss-

 

 

⊛
 

 

…

…

 

Teacher

Student

V
a
lu

e

Key

MLP

M
L
P

Dot-Product
Attention

Encoding
Module

P3, 1/8
High

Resolution

P2, 1/4
High

Resolution

P6, 1/64

V
a
lu

e
 F

e
a
tu

re
s

Retrieved
Knowledge

Decoding Module
A

tt
e
n
ti
o
n

MSE Loss

Distillation Module

Polymerization
Loss for

 Distillation

Forward Propagation (Teacher)

Forward Propagation (Student)

Backward Propagation (Student)

Inquiry Heads

Small Object
Query

Regression

Classification

Feature Pyramid

Head

Head

Head

Inquiry

Keys

Inquiry

2
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ing  knowledge  regarding  the  overall  relationship  be-

tween  objects  and  backgrounds,  and  transfer  it  from

the teacher  to  the  student.  The loss  function related

to the background is as follows:
 

Lbackground=α×
∑

(f ′ (|F T − F S|))2 ,
f ′(F )=F+

Cv2ReLU

LN
Cv1

Np∑
j=1

eCkFj∑Np

m=1
eCkFm

Fj

 ,

Ck Cv1 Cv2

LN Np

α

where , , and  are the corresponding convo-

lution  layers,  denotes  layer  normalization, 

represents  the  total  number  of  pixels,  and  is  the

balance factor. 

3.3    Distillation Loss

mij

Finally,  we  present  the  final  knowledge  distilla-

tion  formula.  The  attention  mask  quantifies  the

correlation  between  the  features  and  each  specific

piece of information during this transfer.
 

Lsmall−distill = Lothers+

1

NmNs

Nm∑
j=1

Ns∑
i=1

⟨mij, LMSE(I
S
i(l−1), I

T
i(l−1))⟩,

Ns

LMSE(I
S
i(l−1), I

T
i(l−1))

⟨−,−⟩
Lothers

Ldetection

where  represents  the  total  number  of  distinct  in-

formation  pieces  (or  features)  that  are  considered  in

the  distillation process,  and  is  the

mean squared error of pixels in the hidden dimension,

which stabilizes the normalized feature.  is the

Dirac notation for the inner product, and  is the

feature distillation for the other dimensional object in-

formation.  Combined  with  the  supervised  learning

loss , the formula is summarized as follows:
 

Ltotal = Ldetection + Lbackground + βLsmall−distill,

βwhere  is a hyper-parameter. As described above, we

divide the small object knowledge into key knowledge

taught  to  the  student  by  the  teacher  while  distilling

the  knowledge  of  the  object  based  on  hierarchical

matching.  We  use  the  low-resolution  high-semantic

information  of  the  small  object  in  the  neck  stage  as

an  inquiry,  and  the  high-resolution  fine-grained  fea-

ture  map  values  as  keys  to  enhance  the  student's

learning of small object knowledge. 

4    Experiments
 

4.1    Datasets

MS  COCO  2017  Dataset.  Our  primary  experi-

ments were conducted on the COCO dataset③, which

consists of 80 object classes. The training set includes

120 000 images, while the validation set comprises 5 000

images. All subsequent results were evaluated on this

validation  set,  using  average  precision  as  the  metric

to  assess  the  performance  of  different  detectors.

VisDrone  Dataset.  We  also  conducted  experi-

ments  on  the  VisDrone  dataset④,  which  was  collect-

ed  by  the  AISKYEYE  team  at  Tianjin  University,

and contains  11  categories  of  drone-captured images.

The  training  set  includes 6 471 images  across  10  ob-

ject classes, predominantly featuring small objects. 

4.2    Implementation Details

α = 1.0× 10−3

β = 1.0× 10−3

Our  experiments  were  all  set  up  in  the  widely

used Detectron2 library⑤ and AdelaiDet library⑥. All

programs were executed on a single NVIDIA RTX 3 060

GPU,  and  due  to  memory  constraints,  we  set  the

batch  size  to  2.  We  followed  the  criterion  in  Detec-

tron2  where  1x  scheduler  denotes 9 000 training  ses-

sions.  For optimizing the transformer decoder during

knowledge distillation,  we used the AdamW optimiz-

er[38] as  the  decoder.  The  MLP used  the  regular  set-

tings[35, 36]. Other hyper-parameters were set with ref-

erence  to  DETR[35],  where  the  learning  rate  and

weight decay were set to 0.001. We set the hidden di-

mension of the decoder and all MLPs to 256, and the

decoder had eight heads in parallel. In the supplemen-

tal distillation module, the background distillation hy-

per-parameters  and small object distil-

lation hyper-parameters . 

4.3    Main Results

Results  on  Dataset  MS  COCO.  Our  method

demonstrates strong generality and can be readily ap-

plied  to  various  detection  frameworks.  We  began  by

conducting experiments with popular detectors, as de-

tailed  in Table 1.  In  the  table,  the  bold  values  indi-

cate the best performance among all methods in each
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③https://cocodataset.org/#download, Jul. 2024.
 

④https://github.com/VisDrone/VisDrone-Dataset, Jul. 2024.
 

⑤https://github.com/facebookresearch/detectron2, Jul. 2024.
 

⑥https://git.io/adelaidet, Jul. 2024.
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×

metric, and the values in parentheses (e.g.,  +3.8) in-

dicate the improvement over the student model. APS

(average  precision  for  small  objects)  measures  how

well the model detects small-sized objects. APM (aver-

age precision for medium objects) evaluates the detec-

tion performance  for  medium-sized objects.  APL (av-

erage precision for  large objects)  assesses  the accura-

cy  for  detecting  large-sized  objects.  These  metrics

help understand how the model performs across differ-

ent object scales. This is also the case for all the fol-

lowing results tables. The pre-trained models used in

these  experiments  were  sourced  from  the  official  re-

lease  of  Detectron2⑦.  Specifically,  the  teacher  model

employed a ResNet101 backbone trained for 3x, while

the  student  model  utilized  a  ResNet50  backbone

trained  for  1x.  Comparison  with  several  advanced

methods  revealed  that  our  approach  showed  a  no-

table advantage. For Faster R-CNN, our method im-

proved the mAP value by 3.8 over the baseline, with

the  APS (for  objects  smaller  than  32 32)  increasing

by 2.4. This underscores our method's effectiveness in

enhancing small object detection. The relatively poor

performance  of  TinyKD[39] may  be  attributed  to  its

design,  which  is  tailored  specifically  for  tiny  person

detection  and  may  not  be  suitable  for  the  broader

COCO  dataset  scenarios.  This  limitation  highlights

the broader applicability of our method. Additionally,

as  shown  in Table 2,  we  applied  our  method  to  in-

stance segmentation (Mask R-CNN)[41] and FCOS[22],

and the experimental results further demonstrated its

effectiveness  in  these  tasks.  According  to  the  results

in Table 2,  it  is  evident  that  anchor-free  detectors,

such as FCOS, are significantly influenced by knowl-

edge distillation. HMKD compels the student to mim-

ic  the  teacher's  ability  to  extract  and  comprehend

small object features. Meanwhile, FCOS continuously

optimizes  and  progressively  aligns  with  the  ground

truth  based  on  anchors  generated  by  the  detection

network. We believe this explains the substantial im-

provement observed in the FCOS detector, where the

performance  of  the  student  model  surpasses  that  of

the teacher model.

Results  of  Heterogeneous  Distillation  Using  Var-
ied Backbone Networks. To further assess the versatil-

ity  of  our  method,  we  substituted  the  teacher  and

student  networks  in  Faster  R-CNN with VoVNetV2.

VoVNetV2, introduced by Lee et al.[42] in 2019, is an

efficient backbone designed for real-time object detec-

 

Table  1.    Results on Dataset MS COCO 2017

Method Faster R-CNN RetinaNet

mAP APS APM APL mAP APS APM APL

ResNet101(teacher) 3x 42.0 25.2 45.6 54.6 40.4 24.0 44.3 52.2

ResNet50(student) 1x 37.9 22.4 41.1 49.1 37.4 23.1 41.6 48.3

+FitNet[37] 39.3 22.7 42.3 51.7 38.2 23.1 41.6 48.8

+FGFI[9] 39.3 22.5 42.3 52.2 38.6 21.4 42.5 51.5

+ICD[14] 40.9 24.5 44.2 53.5 40.7 24.2 45.0 52.7

+FGD[17] 40.5 22.6 44.7 53.2 39.7 22.0 43.7 53.6

+TinyKD[39] 33.1 15.8 36.2 45.1 – – – –

+DRKD[40] 41.6 24.2 45.3 55.3 40.3 23.4 44.2 53.4

+Ours 41.7 (+3.8) 24.8(+2.4) 44.9 54.2 40.7 (+3.3) 24.6 (+1.5) 44.3 52.1

 

Table  2.    Results of Different Detectors

Detector Setting Type mAP 50AP 75AP APS APM APL

Mask R-CNN ResNet101(teacher) 3x BBox 42.9 63.3 46.8 26.4 46.6 56.1

ResNet50(student) 1x 38.6 59.5 42.1 22.5 42.0 49.9

Ours 41.0 (+2.4) 61.5 45.0 25.2 (+2.7) 44.2 53.1

ResNet101(teacher) 3x Mask 38.6 60.4 41.3 19.5 41.3 55.3

ResNet50(student) 1x 35.2 56.3 37.5 17.2 37.2 50.3

Ours 37.2 (+2.0) 58.6 40.1 19.3 (+2.1) 40.0 53.2

FCOS ResNet101(teacher) 3x BBox 43.2 62.4 46.8 26.1 46.2 52.8

ResNet50(student) 1x 38.6 57.4 41.4 22.3 42.5 49.8

Ours 43.6 (+5.0) 62.3 47.3 27.4 (+5.1) 47.5 55.6

Note: Results are reported for bounding boxes (BBox) and instance masks (Mask), respectively.
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tion, optimizing GPU computational efficiency. Thus,

we used VoVNetV2 to replace ResNet in our experi-

ments. The pre-trained models used are from the offi-

cial release: VoVNetV2-57 (3x) for the teacher model

and  VoVNetV2-19  (1x)  for  the  student  model,  with

all the other settings remaining unchanged. As shown

in Table 3, the experimental results confirm that our

method  effectively  performs  heterogeneous  network

distillation.  However,  it  is  notable that the detection

performance  of  the  student  model  does  not  surpass

the original results even with a more powerful teach-

er  model.  This  may  be  attributed  to  differences  in

network architectures.

Results  with  Different  Mobile  Networks.  The  pri-

mary goal of using a lightweight network is to deploy

the  model  on  devices  with  limited  computing  power,

and mobile networks are commonly used for this pur-

pose. Therefore, we employed MobileNetV2[43], a well-

established  lightweight  network,  in  our  experiment.

We  used  ResNet101  (3x)  as  the  teacher  model  and

MobileNetV2 (1x) as the student model. The teacher

model  was sourced from the official  release in Detec-

tron2, while the student model was trained using our

setup. Our experimental results, presented in Table 3,

compare the performance of  students  across  different

frameworks.

Results  on  Dataset  VisDrone.  The  experimental

results, obtained from the validation set, are present-

ed  in Table 4.  These  results  demonstrate  that  our

proposed  method  is  effective  in  enhancing  the  fea-

tures of small objects and outperforms the baseline as

well  as  other  methods  in  detection  capabilities.  No-

tably,  the  detection  accuracy  of  our  student  model

even exceeds that of the teacher model. Hyper-param-

eters were set identically to those used for the COCO

experiments.  Additionally, Fig.4 provides  a  compari-

son  of  visualization  results  on  the  VisDrone  dataset,

illustrating  that  our  method  significantly  improves

the  detection  of  small  targets,  particularly  those  at

the far end of the image. 

4.4    Ablation Studies

Effect  of  Supplemental  Distillation.  The  aim  of

separating  the  foreground from the  background is  to

mitigate the impact of background noise on the detec-

tion  of  small  objects.  However,  background  informa-

tion also  contains  valuable  context  that  can enhance

model learning. Therefore, we introduce a supplemen-

tal  distillation  module  to  impart  background  knowl-

edge  to  the  student  model,  enriching  its  knowledge

framework. To assess the effectiveness of this module,

we  conducted  a  series  of  experiments,  as  detailed  in

Table 5.  The  results  reveal  a  significant  decline  in

performance when the supplemental distillation mod-

ule  is  omitted,  underscoring  its  essential  role  within

the HMKD framework.

Number of Heads in the Decoder.  The number of

heads in the decoder is a crucial factor influencing de-

tection  performance.  Heads  balance  the  dimensions

and spaces within the subspace.  Our experiments in-

dicate  that  the  optimal  number  of  heads  remains

around 8, as shown in Table 6, which aligns with the

original number of probes.

Hierarchical Matching Starting Layer Analysis. In
the hierarchical matching process, selecting the appro-

priate starting layer for the query is crucial. We con-

ducted  a  series  of  ablation  experiments  to  determine

the optimal  starting layer,  whose results  are detailed

in Table 7.  The  experiments  show  that  starting  the

query at either P2 or P3 yields the best detection per-

formance  for  small  targets,  achieving  an  accuracy  of
 

Table  3.    Results with Different Backbone Networks

Detector Setting mAP 50AP 75AP APS APM APL

Faster R-CNN ResNet101(teacher) 3x 42.0 62.5 45.9 25.2 45.6 54.6

VoVNetV2-19(student) 1x 32.0 51.4 34.0 18.4 34.4 40.8

Ours 36.4 (+4.4) 56.8 39.1 21.6 (+3.2) 39.1 46.3

Faster R-CNN VoVNetV2-57(teacher) 3x 43.3 64.3 47.0 27.5 46.7 55.3

ResNet50(student) 1x 37.9 58.8 41.1 22.4 41.1 49.1

Ours 40.8 (+2.9) 61.4 44.7 24.2 (+1.8) 44.2 53.3

Faster R-CNN ResNet101(teacher) 3x 42.0 62.5 45.9 25.2 45.4 54.6

MobileNetV2(student) 1x 26.4 45.0 27.2 14.9 28.6 33.2

Ours 29.8 (+3.4) 47.7 31.9 16.7 (+1.8) 32.0 38.8

RetinaNet ResNet101(teacher) 3x 40.4 60.3 43.2 24.0 44.3 52.2

MobileNetV2(student) 1x 20.4 33.3 21.6 10.7 22.1 26.1

Ours 23.4 (+3.0) 37.2 24.7 13.4 (+2.7) 25.0 29.2
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24.8. Given the actual training time, using P3 as the

starting layer proves more efficient than P2. Thus, we

conclude that setting the starting layer to P3 is opti-

mal.  Starting  the  query  from  lower-resolution  layers

(e.g.,  P4  or  P5)  results  in  degraded  performance  for

small  target  detection due to the challenge of  distin-

guishing  small  targets  on  very  low-resolution  feature

maps. The experiments were conducted using the CO-

CO dataset and the Faster R-CNN detector.

Speed  Test.  In  addition  to  detection  accuracy,

model speed is also a crucial factor in evaluating mod-

el quality. We specifically measured the FPS (frames

per  second)  for  ResNet50  and  MobileNetV2  using

Faster  R-CNN  and  RetinaNet,  respectively.  The  re-

sults are detailed in Table 8. Faster R-CNN with Mo-

bileNetV2  demonstrated  superior  detection  speed,

meeting the requirements for real-time detection.

Model  Analysis.  The  computational  power  of  a

model is typically measured in giga-floating point op-

erations  per  second  (GFLOPS),  which  reflects  the

amount  of  computational  work  the  model  can  per-

form  per  second.  As  shown  in Fig.5,  the  MobileNet

model in the Faster R-CNN network does not achieve

significant  improvements  in  lightweight  performance.

Although  MobileNet  has  the  same  number  of  model

parameters  as  ResNet50,  its  computational  power  is

lower. This indicates that MobileNet may not be the

most  effective  option  for  lightweighting  within  the

Faster  R-CNN  framework.  In  contrast,  the  Reti-

naNet network demonstrates a more significant reduc-

tion  in  computational  power  with  a  lighter  model,

suggesting that one-stage models might be better suit-

ed for deployment on edge devices. 

5    Conclusions

We noted that it is not easy to transfer small ob-

ject knowledge to students during knowledge distilla-

tion.  Therefore,  we  designed  Hierarchical  Matching

Knowledge Distillation Network (HMKD) to enhance

students' knowledge learning of small objects. We en-

coded  high-semantic  information  at  low-resolution  of

the FPN (feature pyramid network) as inquiries, and

represented fine-grained graph feature values at high-

resolution  as  key-values.  Extensive  experiments

demonstrated  that  our  method  effectively  enhances

the  student's  understanding  of  small  objects  detec-

tion  capability  and  is  suitable  for  mainstream object

detectors or instance segmentation models. The train-

ing  time  increases  due  to  the  additional  augmenta-

tion  design  for  small  objects,  which  we will  optimize

in the future work. At the same time, we will investi-

gate  differences  in  knowledge  extraction  or  learning

effectiveness between teachers and students. 
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Table  4.    Results on Dataset VisDrone Using RetinaNet

Method mAP APS APM APL

Resnet101(teacher) 3x 23.8 14.0 36.3 58.0

Resnet50(student) 1x 20.6 11.5 31.9 55.0

+ICD[14] 23.6 13.9 36.1 56.5

+FGD[17] 22.9 11.8 37.3 57.5

+Ours 24.0 (+3.4) 14.2 (+2.7) 36.4 56.6

Note: Both the teacher and student are trained by ourselves.

 

(b)

(a)

Fig.4.  Visualization of detection results on the dataset VisDrone. (a) Without knowledge distillation. (b) Using the HMKD Method.
The HMKD method shows improved detection of distant small objects.
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