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Abstract In the research of rule extraction from neural networks, �delity describes how well the rules mimic

the behavior of a neural network while accuracy describes how well the rules can be generalized. This paper

identi�es the �delity-accuracy dilemma. It argues to distinguish rule extraction using neural networks and rule

extraction for neural networks according to their di�erent goals, where �delity and accuracy should be excluded

from the rule quality evaluation framework, respectively.

Keywords rule extraction, neural network, �delity, accuracy, machine learning

1 Introduction

An inherent defect of neural networks is that the

learned knowledge is concealed in a large amount

of connections, which leads to the poor comprehen-

sibility, i.e., poor transparency of knowledge and

poor explanation ability. In order to o�set this

defect, developing algorithms to extract symbolic

rules from trained neural networks has been a hot

topic in recent years[1;2].

This paper identi�es the �delity-accuracy

dilemma in the research of rule extraction from

neural networks. It illustrates that although both

�delity and accuracy are key elements of the pre-

vailing rule quality evaluation framework, in many

cases obtaining high �delity and high accuracy si-

multaneously is impossible. Moreover, this paper

reveals that current research unfortunately con-

fuses two goals, namely trying to obtain accurate

and comprehensible learning systems, and trying to

understand the working mechanism of neural net-

works. Therefore it argues to distinguish rule ex-

traction using neural networks and rule extraction

for neural networks. The former is for the �rst goal

while the latter for the other one. Fidelity and ac-

curacy should be excluded from the rule quality

evaluation frameworks, respectively.

Although this paper does not present any new

rule extraction algorithm, it is indeed about algo-

rithms because it clari�es the goals for rule extrac-

tion algorithms and uncovers a trouble hidden in

the rule quality evaluation framework, which may

a�ect the design, evaluation, and comparison of

rule extraction algorithms. The rest of this paper

is organized as follows. Section 2 briey introduces

rule extraction from neural networks. Section 3

discloses the �delity-accuracy dilemma. Section 4

explores the causation of the dilemma. Section 5

concludes the paper.

2 Rule Extraction

At the end of 1980s, Gallant[3] devised connec-

tionist expert systems that regarded neural net-

work as the knowledge base. In order to explain

the inference process in the system, he presented

a routine for extracting propositional rules from

a simple network[3]. This could be viewed as the

origin of the investigation on rule extraction from

neural networks.

To date, one line in the development of rule ex-

traction algorithms has been directed towards pre-

senting the output as a set of rules using proposi-

tional logic[4�9]. A substantial parallel e�ort has

been directed towards expressing the knowledge

embodied in the neural networks using concepts

drawn from fuzzy logic[10�12]. Also some algo-

rithms have been developed to extract determinis-

tic �nite-state automata (DFA) from recurrent neu-

ral networks[13�15], and recently some researchers

even have attempted to generate regression rules

from neural regressors[16;17]. Although this paper

mainly focuses on algorithms for extracting propo-

sitional rules, it is worth noting that most discus-

sions may also apply to the extraction of other

kinds of rules.
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According to the taxonomy presented by An-

drews et al.[1], rule extraction algorithms can be

roughly classi�ed into three categories, namely

the decompositional, pedagogical, and eclectic al-

gorithms. The decompositional algorithms extract

rules from each unit in a neural network and then

aggregate them. Representatives of this category

include Subset[4], COMBO[7], RX[8], etc. The ped-

agogical algorithms regard the trained neural net-

work as an opaque and aim to extract rules that

map inputs directly into outputs. Representa-

tives of this category include VIA[5], TREPAN[6],

STARE[9], etc. The eclectic algorithms incorpo-

rate elements of both decompositional and peda-

gogical ones. Representatives of this category in-

clude DEDEC[18] and the algorithm proposed by

[19]. It is worth mentioning that Tickle et al.[2]

extended the taxonomy by appending the fourth

category, namely compositional algorithms. These

algorithms are not strictly decompositional because

they do not extract rules from individual units with

subsequent aggregation to form a global relation-

ship, nor do them �t into the eclectic category be-

cause there is no aspect that �ts the pedagogical

pro�le. Representatives of this category mainly in-

clude algorithms for extracting DFA from recurrent

neural networks[13�15].

A salient theoretical discovery in this area is

that, in many cases, the computational complex-

ity of extracting rules from trained neural networks

and the complexity of extracting rules directly from

the data are both NP-hard[20]. It is also worth men-

tioning that Roy[21] wisely disclosed the conict

between the idea of rule extraction and traditional

connectionism. In detail, the idea of rule extraction

from a neural network involves certain procedures,

speci�cally the reading of parameters from a net-

work, which is not allowed by traditional connec-

tionist framework that these neural networks are

based on. Fortunately, Roy[21] indicated that such

a conict could be resolved by introducing some

control theoretic paradigm that has been supported

by new evidence from neuroscience about the role

of neuromodulators and neurotransmitters in the

brain.

Note that this section just briey introduces the

area of rule extraction from neural networks, which

does not want to provide a thorough review. More

references can be found in some good reviews[1;2;22].

3 The Fidelity-Accuracy Dilemma

Andrews et al.[1] presented a framework, namely

FACC, for evaluating the quality of the rules ex-

tracted from neural networks, which is the prevail-

ing rule quality evaluation framework in this area

until now. The FACC framework comprises four

criteria, namely �delity, accuracy, consistency, and

comprehensibility. Fidelity describes how well the

rules mimic the behavior of a neural network, which

is usually de�ned as the percentage of test exam-

ples for which the classi�cation made by the rules

agrees with the neural network counterpart. Ac-

curacy describes how well the rules can be gener-

alized, which is usually de�ned as the percentage

of test examples that are correctly classi�ed by the

rules. Consistency is given if the rules extracted

under di�erent training sessions produce the same

classi�cations of test examples. Comprehensibility

is determined by measuring the number of rules

and the number of antecedents per rule. In prin-

ciple, all these quality measures should be pursued

during the rule extraction process, but for simpli-

fying the discussion, in this paper we mainly focus

on �delity and accuracy.

In a recent paper, Zhou et al.[23] presented a

pedagogical algorithm for extracting prepositional

rules from a complicated neural network system.

With di�erent con�gurations the presented algo-

rithm can extract rules with high �delity but mod-

erate accuracy or high accuracy but moderate �-

delity, as summarized in Table 1. A particular in-

teresting issue that has not been addressed[23] is:

which con�guration should we prefer?

Table 1. Summary of Tables 6{7 of [23]

�delity accuracy

con�g-1 high moderate

con�g-2 moderate high

This question places us to an embarrassing sit-

uation: to sacri�ce the �delity, or to sacri�ce the

accuracy. In fact, pursuing high �delity and high

accuracy may not be possible in certain situa-

tions, although this has not been recognized before.

Here we call the situation as the �delity-accuracy

dilemma.

More formally, let X denote the test set, h(x)

denote the desired function, f
N
(x) denote the func-

tion implemented by the trained neural network,

and f
R
(x) denote the function implemented by the

rules extracted from the trained network. The �-

delity and the accuracy of the rules can be de�ned

as (1) and (2), respectively.

�delity
R
= 1� Probfx 2 Xjf

R
(x) 6= f

N
(x)g (1)

accuracy
R
= 1� Probfx 2 Xjf

R
(x) 6= h(x)g (2)
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Suppose a new test example, i.e., t is appended

to X, given f
N
(t) 6= h(t), and the rules can be

modi�ed for t. Now, if f
R
(t) equals f

N
(t), then the

accuracy is deteriorated; but if f
R
(t) equals h(t),

then the �delity is deteriorated. This illustrates

that improving the accuracy does not necessarily

lead to the improvement of the �delity, and vice

versa. In fact, a rule extraction algorithm may im-

plicitly detect an error made by the trained neural

network during the rule extraction process. If it

tries to mimic the error then it loses the accuracy,

otherwise it loses the �delity.

It is interesting to note that many researchers

observed that the extracted rules may be general-

ized better than the trained neural network from

which the rules were extracted[23�28]. If they at-

tempt to improve the �delity of the rules further,

they might have great chances to �nd that the ac-

curacy of the rules is deteriorated unfortunately.

This is because in order to pursue 100% �delity,

the accuracy of the rules must be decreased to the

level of the accuracy of the trained neural network.

4 The Role of Fidelity

In order to explore the causation of the �delity-

accuracy dilemma, we should re-examine the goal

of rule extraction from neural networks, and the

role that �delity plays in the FACC framework�.

It is well known that in many cases neural net-

works and other learning techniques such as deci-

sion trees can achieve similar performance, and in

general there is no technique which is consistently

superior to another according to the No Free Lunch

theorem[29]. However, it is also well known that

some speci�c problems may be more suitable to

neural networks, while others may be more suitable

to other learning techniques[30]. This is the reason

why neural networks have been widely investigated

and applied.

As Andrews et al.[1] indicated, the motivation

of rule extraction from neural networks is to facili-

tate neural networks with some form of explanation

capability. In other words, since neural networks

may be more accurate� than other learning tech-

niques for some speci�c problems, its potential can

be better realized if its comprehensibility is en-

hanced. But if neural network is not so accurate as

some other learning techniques for a speci�c prob-

lem, it is the alternative learning techniques instead

of neural network that should be used. Therefore

it is evident that the principal goal of rule extrac-

tion from neural networks is to generate accurate

and comprehensible learning systems, where neu-

ral network is only one tool for achieving this goal.

We call this scenario as rule extraction using neural

networks.

Now if we examine the FACC framework, we

may be astonished to �nd that the role of �delity

is to require the extracted rules to faithfully exhibit

the behavior of the trained neural network, which

has nothing to do with the goal of rule extrac-

tion using neural networks. However, since both

�delity and accuracy have been emphasized in the

FACC framework, most studies in this area have

attempted to extract rules with both high �delity

and high accuracy, although as indicated in Sec-

tion 3, this is impossible in certain situations. Even

more, some researches focused on only �delity, or

claimed that 100% or arbitrarily high �delity had

been achieved[19;31�33]. Such a stress on �delity

has also inuenced some studies on extracting DFA

from recurrent neural networks or extracting re-

gression rules[17;34].

Based on above analysis, it is evident that �-

delity should be excluded from the rule quality eval-

uation framework for rule extraction using neural

networks. Moreover, the question raised in Section

3 could be easily answered: the con�guration with

high accuracy is preferable because here the goal

is to obtain accurate and comprehensive learning

systems.

Then another question arises: is �delity useless

at all?

In answering this question, we must be very

cautious. Although �delity seems useless in achiev-

ing the goal of developing accurate and compre-

hensible learning systems, it might be useful for

other purposes. In fact, rule extraction from neu-

ral networks may have a secondary goal, that is,

to understand the working mechanism of trained

neural networks. In order to achieve this goal, the

rules should replicate the behavior of the trained

neural network from which they were extracted as

�Heuristically, we believe that the �delity-accuracy dilemma is related to the amount of available training examples,

the complexity of the learning task, and the complexity of the trained neural networks. However, in this paper we only focus

on the relationship between the dilemma and the FACC framework, leaving the exploration of the nature of the dilemma

as future work.

�In fact, there are several other factors, such as the ease of knowledge representation, which may a�ect our decision

of whether to use neural network or not. But for simplifying the discussion, here we mainly focus on accuracy.
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faithfully as possible. We call this scenario as rule

extraction for neural networks.

It is obvious that in this scenario �delity is a key

criterion in evaluating the rule quality. Moreover,

accuracy is useless now because as far as the ex-

tracted rules faithfully reproduce the trained neu-

ral network, we do not care whether they generalize

well or not. It is even more interesting that hav-

ing a higher extracted rule accuracy over the orig-

inal network is not desirable now, because these

rules cannot tell us how the trained network actu-

ally works.

5 Concluding Remarks

This paper presents a critique to FACC, which is

the prevailing rule quality evaluation framework in

the area of rule extraction from neural networks.

This paper shows that two di�erent goals of rule

extraction have been confused, which causes the

�delity-accuracy dilemma. It argues to distinguish

rule extraction using neural networks and rule ex-

traction for neural networks according to their dif-

fering goals. Furthermore, it argues that the ACC

(accuracy, consistency, and comprehensibility) in-

stead of the FACC framework should be used for

rule extraction using neural networks, while the

FCC (�delity, consistency, and comprehensibility)

instead of the FACC framework should be used for

rule extraction for neural networks.
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