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Abstract Web services run in a highly dynamic environment, as a result, the QoS of which will change relatively frequently.
In order to make the composite service adapt to such dynamic property of Web services, we propose a self-healing approach
for web service composition. Such an approach is an integration of backing up in selection and reselecting in execution. In
order to make the composite service heal itself as quickly as possible and minimize the number of reselections, a way of

performance prediction is proposed in this paper. On this basis, the self-healing approach is presented including framework,
the triggering algorithm of the reselection and the reliability model of the service. Experiments show that the proposed
solutions have better performance in supporting the self-healing Web service composition.
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1 Introduction

With the popularity of Web services, service
composition[1] which integrates different Web services
from different service providers has become one of the
major challenges in the area of Service Oriented Com-
puting (SOC)[2]. Web services operate autonomously
in a highly variable environment (the Web). Accord-
ingly, the QoS of Web services may change with a rel-
atively higher frequency[3] and such dynamic nature of
the services will influence the runtime performance of
the composite service.

Currently, many people focus their study on how to
select services according to their QoS[4,5] in order to
make the composite service meet users’ constraints and
exhibit better runtime quality. In their studies, QoS of
the component services rely on the estimation of the
service execution parameters. However, in the execu-
tion, the actual QoS is sure to deviate from the esti-
mated one, for example, because of the network load.
Such dynamic nature of Web services requires that the
composite service must have self-healing ability, which
means that composite service can heal itself if any exe-
cution problem occurs, in order to complete its execu-
tion successfully and meet the users’ constraints.

The easy solution to the problem is to re-select the

services every time a change occurs. However, it is
not feasible due to the high time complexity of the
reselection[6], which will interrupt the execution of the
composite service and influence its performance. For
the purpose of minimizing the extra delay caused by
reselection, approaches[7,8] offering the solution are pro-
posed, that is to back up a composite service for each
component service. Then, when a component service
incurs a failure, the composite service can easily switch
to a replacement and the self-healing will not affect the
execution performance of the composite service. Since
these approaches are to find the replacement compos-
ite service in the selection, the replacement may not
be available as a result of QoS change of component
service in the replacement. This will lead to another
reselection that may in turn lead to an extra delay and
affect the performance of the composite service.

With all these problems in mind, we present a so-
lution for the composite service to heal itself. Such
solution is an integration of approaches to backing
up in selection and reselecting in execution. The
key to our approach is performance prediction that
makes the composite service heal itself from failure as
quickly as possible and minimizes the number of rese-
lections. Firstly, through performance prediction, the
component services which will have a QoS violation
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can be predicted, and if the corresponding replacement
composite service is not available, the reselection aim-
ing at finding the new replacement will be triggered as
early as possible. In this way, it will be more likely
to make the reselection complete before the invocation
to the component service and thus, the composite ser-
vice can heal itself from the failure as quickly as pos-
sible. Secondly, by the performance prediction, the re-
liability of services can be modeled and quantified, on
the basis of which QoS-driven reselection can find a re-
placement composite service with higher reliability and
better QoS. This will make the replacement composite
service more reliable and minimize the number of re-
selections. All in all, by performance prediction, the
composite service can be more effective in meeting the
demands of the dynamics of Web service.

The contribution of this paper includes: 1) a self-
healing approach based on performance prediction is
proposed; 2) a method of performance prediction based
on semi-Markov model is presented; 3) on the basis
of performance prediction, a service reliability model
which integrates processing and transmission reliability
is proposed and its corresponding reselection algorithm
is also presented. Experiments show that the proposed
solutions have better performance in supporting self-
healing Web service composition.

2 Related Work

In this section, we will review the work done in self-
healing Web service composition and service reliability.

The service reliability is the probability of the de-
gree to which a request is correctly served by the ser-
vice within the estimated QoS. In the current studies
the service reliability is seldom addressed. In [9], the
researchers use the successful execution rate of a service
to quantify service reliability. In [10], the author uses
Poisson Distribution to quantify the reliability of grid
service with the assumption that the data transmis-
sion speed and failure rate of the network are constant.
However, such an assumption does not always hold true.
Comparing with the above work, we model the service
reliability as an integration of request processing relia-
bility and transmitting reliability. To quantify process-
ing reliability, a common component service’s reliability
model[11] is used. The data transmission speed relies on
the state of the network at the predicted time, the du-
ration of the state, and the interval from the predicted
time, e.g., today, to the time to be predicted, e.g., to-
morrow. According to such nature of data transmission
speed, we quantify the transmitting reliability by per-
formance prediction, which is based on semi-Markov
model.

The self-healing ability means that the composite
service can heal itself, if any execution problems occur,
in order to successfully complete its execution, while re-
specting QoS agreements. QoS-driven self-healing ap-
proach can be divided into two categories: one is aiming
at local QoS optimization, and the other is for global
QoS optimization.

The former one adopts multi-object policy to score
candidate services and, based on such scores, reselects
an optimal candidate service for the service class to
which the failed service belongs. For example, [12] pro-
poses a service replication approach, in order to sub-
stitute the original component service when it is not
available due to the heavy load of the network. Based
on the idea of replication, [13] proposes a service com-
position approach based on redundant mechanism. The
key to this approach is to establish a set of redundant
services for each component service. Then, if one com-
ponent service fails, the service can be replaced with
an alternative member of the same redundancy group.
In our study, in order to achieve end-to-end constraint,
we attempt to research on issues of the self-healing ap-
proach with global QoS optimization.

The self-healing Web service composition with global
QoS optimization adopts a global optimization policy
to re-select the services in order to satisfy the end-to-
end constraint. For example, based on the idea of the
replacement composite service, the researchers[7,8] pro-
pose the approaches to backing up a composite service
for each component service. Then, when a component
service incurs a failure, the composite service can eas-
ily switch to a replacement and such a self-healing pro-
cess will not cause an extra delay. In [7, 8], all the
replacement composite services are backed up before
the execution of the composite service. Such two ap-
proaches do not consider the QoS in the execution of
the composite service. Because of the dynamic nature
of Web services, the replacement may not be available
sometimes. One of the studies of reselection in the ex-
ecution of the composite service is the approach in [6].
In [6], the reselection will be triggered as soon as the
actual QoS deviates from the initial estimates. When
the failure is found, the execution of the composite
service will be stopped until the reselection completes.
The reselection will cost an extra delay of the compos-
ite service. Thus, this approach can only be used for
runtime-unaware application. In this paper, we share
the idea of backing up composite service in order to
make the composite service automatically switch to the
new replacement when component service fails. Com-
paring with the above work, we aim at improving the
availability of replacement composite service through
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adding a process of finding the replacement if the re-
placement backed before is not available. Besides, a
performance prediction is used in order to reduce the
extra cost caused by the reselection in the execution.

3 Motivation

3.1 Preliminaries

In this section, we will introduce the concept of QoS
and the selection with global optimization to analyze
the necessity of self-healing ability of composite service.
According to the analysis, the problem of selection with
global optimization is formulated and it can be used as
a basis for reliability-oriented QoS-driven reselection.

Definition 1 (QoS of Atomic Service). For an
atomic service s (which only contains one operation),
the QoS of s can be defined as: QoS(s) = 〈Qt(s), Qp(s)〉,
where

• Qt(s) is the response time of s which is the interval
of time elapsed from the invocation to the completion
of service s. Qt(s) can be defined as: Qt(s) = 〈Qpt (s),
Qdt(s)〉, where

N Qpt (s) is the processing time for the request,
which is provided by service providers;

N Qdt (s) is the sum of the transmission time of re-
quest and response between the execution engine and
the service. The transmission time can be estimated
based on past statistics and then it can be either an
average of past executions of the service, or the trans-
mission time with a given probability, e.g., 95%;

N Qt(s) = Qpt (s) + Qdt(s) means that the response
time is a sum of request processing time and data trans-
mission time;

• Qp(s) is the price of invoking s.
Cardoso[14] proposes a mathematical model for QoS

computation of workflow, which involves aggregation
functions for sequence, choice, parallel and iteration
structure of the workflow. In this paper, we use the ag-
gregation functions as [14]. For the purpose of provid-
ing composite services which satisfy global constraints
and preferences defined by users, QoS-driven selection
with global optimization is proposed in [3]. The prob-
lem can be formulated as (1). The aim of the selection
is to maximize the fitness function of the QoS; and to

meet the constraints defined by the user.

max
N

∑

i=1

∑

j∈Si

Fijxij

s.t.

N
∑

i=1

∑

j∈Si

Qz
ijxij 6 Qz

c , z ∈ {p, t}

∑

j∈Si

xij = 1, xij ∈ {0, 1}, i = 1, . . . , N, j ∈ Si,

(1)

where xij is set to 1, if atomic service j is selected for
service class Si in the workflow and, 0 otherwise. Qij

is the QoS value of service j in class Si. Fij is a fit-
ness function which can be computed as (2); Qz

c is the
expected QoS of the composite service.

Fij = wt ×
(Qt

ij − ut

σt

)

+ wp ×
(Q

p
ij − up

σp

)

, (2)

where wt and wp are the weights (0 6 wt, wp 6 1,
wt + wp = 1). σ and µ are the standard deviation and
average of the QoS values respectively, for all candidate
services in a service class.

From (1), QoS-driven selection with global optimiza-
tion is an NP hard problem[4]. Normally, it takes a long
time to solve this problem. After the selection, the com-
posite service will be executed.

3.2 Scenarios

In order to illustrate our approach, we present a Web
service composition of travel planning, by which a user
may create a vacation package. Fig.1 illustrates the
main steps that are needed in the composition. In the
composite process, a flight booking is done in paral-
lel with a hotel reservation, after operations of booking
and reservation, the distance from the airport to the
hotel is computed, and then either a car rental or a
bike rental is invoked.

The goal of the QoS-driven selection with global op-
timization is to select a candidate component service
from each service class in order to make the composite
service satisfy user’s requirements and make the fitness

Fig.1. Composite process of travel planning.
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function maximized. After the selection, composite ser-
vice will run.

Due to the highly dynamic environment of Web ser-
vice, the QoS of a component service in the execution
may be deviated from the estimated one. In order to
satisfy the QoS requirement, the composite service will
heal itself by reselection.

Suppose the component service for service class of
Distance Computing is invoked and the service fails.
Under this situation, there is a reselection, that means
to reselect the slice containing the service class of Dis-
tance Computing and its successors. Such reselection is
also an NP hard problem and it may need a longer time.
Meanwhile, the composite service will not run until the
reselection finishes and then, the composite service will
be interrupted for a period of time. So the healing ap-
proach can be used only for runtime-unawareness com-
position. However, if the composite service has a long
response time, users may not have enough patience to
wait for the response. Under this situation, users may
resort to another provider. Also, since users may drop
out the original composition, service providers may not
gain profits from the service they provide. Therefore,
the cost of extra delay needs to be reduced.

Another way of self-healing Web service composition
is based on the idea of finding the replacement compos-
ite service. In this way, a replacement composite service
for each component service is backed up in the selection.

Suppose {s11, s21, s31, s41, s51} is the selected com-
posite service for the composite process illustrated in
Fig.1. In the selection, a sub-optimal composite service
is also backed up for the component service s21, that
is, {s22, s32, s42, s52}. At the invocation time of s21, if
s21 is found to fail, the composite service can automati-
cally switch to the replacement composite service of s21.
Then the unexecuted part of the composite service be-
comes a new one {s22, s32, s42, s52} and the composite
service can heal itself to continue its execution.

However, since the replacement composite service is
backed up in the selection, the QoS of component ser-
vices in the replacement may change. This may make
the composite service unavailable. In this situation a
reselection may be needed which will interrupt the ex-
ecution of the composite service and might cause an
extra delay.

Performance prediction is the key to our approach
that makes the composite service heal itself from the
failure as quickly as possible and minimize the num-
ber of reselections. Firstly, by performance prediction,
component services which will incur a QoS violation can
be predicted, and if the corresponding substitute com-
posite service is not available, the reselection aiming at

finding new replacement one will be triggered as early
as possible. It will be more likely to complete the rese-
lection before the invocation of the component service
and thus the composite service can repair itself from
the failure as quickly as possible. Secondly, by per-
formance prediction, the reliability of the services can
be modeled and quantified, on the basis of which the
QoS-driven reselection can find a replacement compo-
site service with high reliability and better QoS. This
will make the replacement composite service more reli-
able and minimize the number of the reselections. All
in all, by performance prediction, the composite service
can be more adaptive to the dynamics of Web service.

4 Performance Prediction Based on
Semi-Markov Model

Web services operate autonomously within the
highly changeable environment of the Web. As a result,
the QoS may change frequently. The changes may be
caused either by service providers, who can minimize
the price for invoking the service, or by the network,
whose heavy network load may affect the data transmis-
sion time. Compared with the changes caused by ser-
vice providers, the changes caused by the network may
occur more frequently. Changes caused by the network
may affect the data transmission speed and thus, affect
the response time of the composite service. Therefore,
in this study, we try to predict the data transmission
speed.

The study of this paper is based on the following
assumptions: (a) the speed of processing the request is
constant; (b) the price of requesting a service is con-
stant; (c) the execution engine never fails; (d) the fail-
ures by different services and communication links are
separate and do not interfere with each other; and (e)
during the data transmission process, data transmission
speed does not change.

4.1 Semi-Markov Model for Data Transmission
Speed

Markov Process model is one of the probabilistic
models. It is useful in analyzing dynamic behaviors of
the system[15]. A Semi-Markov Process (SMP) is the
extension of Markov’s, which models time-dependent
stochastic behaviors[16]. An SMP is similar to Markov
Process except that its transition probabilities depend
on the amount of time that elapses since the last transi-
tion. Since Web services operate with frequent changes,
the change of data transmission speed can result ei-
ther from the soft damage of the Internet, e.g., network
load, or from the hard damage of the Internet like a
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communication link that is broken. In this sense, the
stochastic behavior of the data transmission speed de-
pends not only on the current state, but also on the
duration of the state. Thus, an SMP can be used to
analyze the behavior of data transmission speed.

In order to use SMP to analyze the stochastic behav-
ior of data transmission speed, we firstly classify data
transmission speed into three states: qualified state,
soft damage state and hard damage state. The mean-
ings of the above three states are given in Definition
2, where V (t) is used to denote the data transmission
speed at time t and ST (t) is used to denote the state
of the data transmission speed at time t.

Definition 2 (States of Data Transmission
Speed). We use th VQ to denote the threshold of data

transmission speed in the qualified state.

• If V (t) > th VQ, then ST (t) = qualified state.

• If 0 < V (t) < th VQ, then ST (t) = soft damage

state.

• If V (t) = 0, then ST (t) = hard damage state.

In this paper, th VQ is the data transmission speed
with a given probability of 70% of the past executions.
In soft damage state, data transmission speed is below
the speed in qualified state because of the increase of
network load and, after a period of time, the data trans-
mission speed can be automatically improved. In hard
damage state, data transmission speed is closer to 0, as
a result of the damage of the hardware of network. In
this state, only after the manual reparation of the hard-
ware, the data transmission speed will be improved and
this repairing process will take longer time.

After defining the states of data transmission speed,
a semi-Markov model for data transmission speed can
be defined as follows.

Definition 3 (Semi-Markov Model for Data
Transmission Speed). A Semi-Markov model for

data transmission speed can be defined as: SM =
〈Z, P, F 〉, where

• Z is the state space of data transmission speed,

Z = {1, 2, 3}. When Z = i, it means that the data

transmission speed is in state i. States 1, 2 and 3
are qualified, soft damage, and hard damage states

respectively;

• P is the matrix of state transition probabilities.

If the current state is i, the next state enters in state

j with probability Pij and
∑

j Pij = 1. Especially,

Pii = 0;

• if the current state is i and the next state is j, the

duration at state i until the completion of transition

from i to j is d. d obeys the distribution Fij(d).

Let Hi(d) be the distribution of duration spent in
state i, Hi(d) =

∑

j Fij(d)×Pij . The average duration

in state i can be signified as µi. According to the
lemmas[17] of semi-Markov model, there is stationary
distribution π = [π1, π2, π3], and for each πj , it can be
computed through getting the solution to (3). Also,
let LimP i be the steady-state occupancy probability of
state i, it can be computed as (4).























πj =

5
∑

i=1

πiPij ,

5
∑

i=1

πi = 1;

(3)

LimP i =
πiµi

∑

j

πjµj

. (4)

Fig.2 shows the semi-Markov model for data trans-
mission speed. In Fig.2, each circle signifies a state.
The arcs between circles signify the transitions. The
probability of each transition is labeled on the arc.

Fig.2. Semi-Markov model for data transmission speed.

4.2 Performance Prediction Based on
Semi-Markov Model

In the execution of the composite service, if data
transmission speed of one of the unexecuted compo-
nent services is a great deviation from the estimated
one, there might be a risk of violating the overall QoS
of the composite service. In order to reduce the dam-
age, the composite service must heal itself. Aiming at
improving the availability of the replacement compo-
site service and making the original composite service
heal itself as quickly as possible, this study intends to
predict the QoS performance.

4.2.1 Description of Prediction

As to our prediction problem, we try to predict
whether the data transmission speed of the service is a
deviation from the estimated one during the invocation.
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Such a problem can be described as follows: if the cur-
rent state is i, current time (predicted time) is t and the
duration in the current state is d, we need to predict
the probability of that the data transmission speed Vf

at future time (the time to be predicted). tf must not
be below the maximum deviation Ve. Let j be the state
of Ve. To solve this problem, we need to consider the
following two situations.

Situation 1. State j is the same as i.

This situation is either because of lasting in state
i from t to tf , or as a result of switching to i again
after multiple transitions. We will consider these two
situations.

Situation 1(a): State j is the same as i and during
tf − t no transition occurs.

Let Di be the stochastic variable of duration in the
state i. If no transition occurs during tf − t, it means
that the duration in state i will be d + tf − t. Then,
the probability of data transmission speed Vf at future
time tf that is not below the maximum speed Ve is
computed as (5).

PR =PR1a = P
(

(V > Ve) ∧ (Di > tf − t + d|Di > d)
)

=P (V > Ve) × P (Di > tf − t + d|Di > d)

= (1 − FV i(Ve))

×
P (Di > d|Di > tf − t + d) × P (Di > tf − t + d)

P (Di > d)

= (1 − FV i(Ve)) ×
1 − Hi(tf − t + d)

1 − Hi(d)
, (5)

where FV i(v) is the distribution of data transmission
speed in state i; P (Di > d+ tf − t|Di > d) is the proba-
bility of duration in state i bigger than d+ tf − t, under
the condition that it has been already in state i for d

since the last transition.

Situation 1(b). State j is the same as i and during
tf − t, at least one transition occurs.

If at least one transition occurs, it means that the
duration kept in state i before the first transition is
shorter than d + tf − t. Meantime, the probability of
re-entering state i after several transitions during the
interval from tf to t is close to the steady-state occu-
pancy probability LimP i of state i. The probability
can be computed as (6).

PR =PR1b = P
(

(V > Ve) ∧ (Ztf
= i)

∧ (d 6 Di < d + tf − t|Di > d)
)

=P (V > Ve) × P (Ztf
= i)

× P (d 6 Di < d + tf − t|Di > d)

= (1 − FV i(Ve)) × LimP i

×
1

P (Di > d)

{

P (Di > d|d 6 Di < tf − t + d)

× P (d 6 Di < tf − t + d)
}−1

=(1 − FV i(Ve)) × LimP i ×
Hi(tf − t + d) − Hi(d)

1 − Hi(d)
,

(6)

where P (d 6 Di < d + tf − t|Di > d) is the probability
being spent in state i with the duration not less than d

and more than d + tf − t; P (Ztf = i) is the probability
of the transition entering state i from the other state.

Considering the above two situations, the probabi-
lity under the situation that state j is similar to i can
be computed as (7).

PR1 = P ((V > Ve) ∧ (Di > d)) = PR1a + PR1b

= (1 − FV i(Ve)) ×
1 − Hi(tf − t + d)

1 − Hi(d)

+ (1 − FV i(Ve)) × LimP i

×
Hi(tf − t + d) − Hi(d)

1 − Hi(d)
. (7)

Situation 2. State j is different from i.

If state j is different from i, it means that there exists
at least one transition during the interval from t to tf .
Similar to Situation 1(b), the duration kept in state i

before the first transition is shorter than d + tf − t.
Meanwhile, the probability of entering state j after
several transitions during the interval from tf to t is
close to the steady-state occupancy probability LimP j

of state j. Then, the probability can be computed as
(8).

PR =PR2 = P ((V > Ve) ∧ (Ztf
= j)

∧ (d 6 Di < d + tf − t|Di > d))

=P (V > Ve) × P (Ztf
= j)

× P (d 6 Di < d + tf − t|Di > d)

= (1 − FV j(Ve)) × LimP j

×
Hi(tf − t + d) − Hi(d)

1 − Hi(d)
, (8)

where P (Ztf = j) is the probability of the transition
entering state j from the other state.

Considering the above two situations, the probabi-
lity of the data transmission speed V at time tf that is
not below the maximum deviation speed Ve can be com-
puted as (9). When the probability is bigger, it means
that the data transmission speed V is most likely big-
ger than the deviation speed. Thus, the probability can
reflect whether the QoS of the component the services
in its invocation will be violated or not, that is, the
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reliability of component services can be reflected.

PR =

{

PR1, i = j

PR2, i 6= j.
(9)

4.2.2 Process of Prediction

In order to predict the data transmission speed,
we need to get the distribution of data transmission
speed Fi(V ) in state i, the distribution of duration
Fij(d) and transition probability Pij . For the pur-
pose of calculating the above distributions and prob-
ability, for a continuous-time semi-Markov process, a
set of backward Kolmogorov integral equations[16] are
developed. While the approaches to these equations are
feasible and can achieve accurate results in some situ-
ations, they perform poorly in many other situations,
for instance, when the rate of transitions is exponential
with time. In the applications like [17], a discrete-time
semi-Markov process is often utilized to achieve sim-
plification. In this study, we develop a discrete-time
semi-Markov process to calculate the distributions and
probability.

In the discrete-time semi-Markov model, the distri-
bution of a discrete-time variable y depends on the past
statistics. Then, in order to get the distribution of
discrete-time variable, we give the definition of QoS-
related contexts.

Definition 4 (QoS-Related Contexts). The

QoS-related context is the observed result at time tob ,

and it can be defined as qc = 〈tob , v, stob〉, where tob
is the time of the observation; v is the observed data

transmission speed at tob; stob is the state of data trans-

mission speed v.

In the following part, we will introduce how to com-
pute the needed probability and distributions based on
the QoS-related contexts.

• Establishing Transition Set
Let QCS = {qc1, qc2, . . . , qcn} be a set of QoS-

related contexts observed in the past. For each qci ∈
QCS , qci is the QoS-related context observed at time
qci.tob.

Given QCS, all the transitions from state i to j form
a set TRij = {(qcu, qcv, duration)|qcu, qcv ∈ QCS ∧
qcu.stob = i ∧ qcv.stob = j ∧ i 6= j}. In this study, we
use TRij [k] to signify an element (qcu, qcv, duration)
in TRij where duration is the time between qcu.tob and
qcv.tob. And duration can be computed as (10). We
use TRij [k].pre to signify qcu and TRij [k].post to sig-
nify qcv.

TRij [k].duration = TRij [k].post .tob − QCS [l].tob,

(10)

where QCS [l] is an element in QCS and it satisfies the
following conditions: QCS [l−1].stob 6= TRij [k].pre.stob

and for any qc in QCS, if QCS [l].tob 6 qc.tob <

TRij [k].pre.tob, qc.stob = TRij [i].pre.stob.

• Calculating Transition Probability Pij

Based on the transition sets TR, the probability of
transition from state i to j can be computed as

Pij =
|TRij |

∑

k

|TRik|
, (11)

where TRij is the set of transitions from state i to j

according to QCS; |TRij | is the number of elements in
TRij .

• Computing Steady-State Occupancy Probability
LimP i

To compute the steady-state occupancy probability,
we firstly get the solution to (3), to obtain π. As (3)
can be easily transformed to (12), π can be computed
as

[π1 π2 π3] •





1 −P12 1
−P21 1 1
−P31 −P32 1



 = [0 0 1],
(12)

[π1 π2 π3] = [0 0 1] •





1 −P12 1
−P21 1 1
−P31 −P32 1





−1

.

(13)

Let u = [u1, u2, . . . , u5]. For any ui, ui is the avera-
ge duration spent in state i, and it can be computed
as

ui =

∑

j

∑

k

TRij [k].duration

∑

j

|{TRij [k]}|
. (14)

After getting π and u, by (4), the steady-state pro-
bability of each state can be computed.

• Getting Distribution of Duration Hi(d)

To compute the probability as in (9), what is needed
is the duration spent in the current state since last tran-
sition. Let TRfinal be the final transition according to
QCS, and TRfinal.post be qc. Then, the state of qc is
the current state. Let the current time be t. Then, the
duration is t − qc.tob.

Let us discuss how to compute Hi(d). We will com-
pute Fij(d) firstly. Fij(d) is the probability of entering
the state j from state i, under the condition that the
duration in state i is less than d. Then, Fij(d) will be
the ratio of the number of elements in TRij with the
duration that is below d to the number of all elements
in TRij . It can be computed as (15). Then, Hi(d) can
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be computed as (16).

Fij(d) = P{T < d}

=
|{TRij [u]|u ∈ [1, |TRij |] ∧ TRij [u].duration < d}|

|{TRij [u]}|
(15)

Hi(d) =
∑

j

Fij(d) × Pij , (16)

• Getting Distribution of Data Transmission Speed
FV i(v)

To compute the probability as in (9), it is also needed
to compute the probability FV i(V ) of data transmis-
sion speed that is less than the maximum deviation
speed V in state i. It can be computed as

P (v < V ∧ Z = i) = FV i(V )

=
|{qc|qc ∈ QCS ∧ qc.stob = i ∧ qc.v < V }|

|{qc|qc ∈ QCS ∧ qc.stob = i}|
.

(17)

After computing all the above probabilities, we can
use (9) to compute the probability of data transmis-
sion speed not below the maximum deviation speed.
The duration in the current state since last transition
will be different in different prediction processes, and
thus the probability of duration in some states will be
computed during the prediction process. Meanwhile,
the service may be involved in different applications
and it may have different maximum deviation speeds
in different applications. Thus, the probability of data
transmission speed below the deviation will be com-
puted during the prediction process. Considering the
transition probability Pij and the steady-state proba-
bility LimP i, they are relatively steady. The statistical
results of them calculated before can be used in the pro-
cess of prediction. In order to achieve the accuracy of
the prediction, it is only needed to update LimP i and
Pij periodically.

Based on the above analysis, this paper presents the
algorithm for determining whether a component service
will incur a QoS violation or not.

Algorithm 1. Performance Prediction Based on
Discrete-Time Semi-Markov Model

P Prediction(S, T, EV , st)//S is the service needed to
predict; T is the earliest start time of S; EV is the maxi-
mum transmission speed; st is the state of EV.

1 begin

2 compute the needed former information QCS;

3 establish the transition set TR from QCS;

4 get existing stationary distribution π;

5 get existing average duration spent in each state u;

6 get existing set {Pij} of transition probabilities;

7 get existing set {LimP i} of steady-state probabilities;

8 compute the latest transition TR recent from TR;

9 currentState = TR recent.stob ;

10 lastDuration = TR recent.duration;

11 using QCS and under st as well as EV, according to
(17), compute FV [st ][EV ];

12 using TR, according to (15), compute F [curre-
nt − State ][][lastDuration ] and F [currentState ][][T−
lastDuration ] respectively;

13 according to (16), compute H[currentState] [lastDu-

ration] and H[currentState][T -lastDuration] respec-
tively;

14 if currentState = st then

15 compute P according to (7);

16 else

17 compute P according to (8);

18 return P ;

19 end

If the scale of QCS is n, and the scale of TR[i][] is
m, the time complexity of the algorithm is O(3m + n).
As the time complexity is polynomial, the efficiency of
the algorithm can be preserved. Then, it can react to
the QoS violation quickly.

5 Self-Healing Web Service-Composition-
Based Performance Prediction

5.1 Approach Overview

In this paper, we propose an approach to the self-
healing of composite services when there are execution
problems. Fig.3 presents the framework of the ap-
proach.

Firstly, the monitor of the QoS-related context will
collect QoS-related contexts for prediction.

Secondly, QoS of each component service in the com-
posite one will be predicted periodically. If the QoS at
invocating time of certain service is predicted to be a
large deviation, and the pre-backup replacement is not
available, the process of reselection will be triggered.

After that, taking the original replacement compos-
ite service as a reselected slice, a reliability-oriented
QoS-driven reselection will be done to get a new avail-
able replacement.

Finally, when the failure component service is to
be invoked, the composite service will automatically
switch to the replacement to heal itself.

The key to our approach is performance prediction.
If the performance of the service is predicted to be a
failure and the pre-backup replacement is not available,
the process of reselection will be triggered. Compared
with the work of triggering the reselection when to in-
voke the failure service, the approach in this paper can



258 J. Comput. Sci. & Technol., Mar. 2009, Vol.24, No.2

Fig.3. Performance-prediction-based QoS-aware self-healing Web service composition framework.

make the reselection process before the invocation of
the failure component service. Thus, the composite ser-
vice will not need to wait for the completeness of the re-
selection and can heal itself from the failure as quickly
as possible. Meantime, the performance prediction can
support the reliability modeling. Then, the reliability-
oriented QoS-driven reselection will maximize the QoS
of the reselected composite service and respect the re-
liability as well. Thus, it can minimize the number of
reselections and make the composite service more adap-
tive.

The management of the execution of a composite
service will be needed in the process of the above steps
in order to interrupt and restart the execution if neces-
sary. In this paper, we aim at the part of self-healing.
The management of the execution will not be dealt with
in detail.

5.2 Modeling Reliability of Web Service

QoS reflects how a service can implement functions
with certain performance. In the context of composi-
tion, service reliability presents to what degree the ser-
vice can meet the request according to the estimated
QoS.

In the context of composition, the earliest start time
et ij of service j for service class i can be computed as
(18).

et ij =

{

max
k<i

{etku + tku}, k 6= 0;

0, k = 0;
(18)

where service class k (k < i) is the one that will be

invoked before i and tku is the response time of service
u selected for service class k; tku is the response time
of service u.

Definition 5 (Reliability of Web Service). Re-

liability of service s in composite service CS is the prob-

ability that a request is correctly responded with the es-

timated QoS. It can be defined as follows: R(s,CS ) =
〈Rp(s,CS ), Rt(s,CS )〉, where

• Rp(s,CS ) is the request processing reliability,

which can be defined as

Rp(s,CS ) = e−λt, (19)

where λ is the failure rate of service when processing

a request; t is the sum of response time and the ear-

liest start time of s in CS; (19) is a common part in

software or hardware components’ reliability, which has

been justified in both theory and practice[11].

• Rt(s,CS ) is the data transmission reliability. Ac-

cording to the performance prediction, the transmission

reliability of service s in the context of composition can

be computed as

Rt(s,CS ) = P, (20)

where P can be computed as (9).
• The overall reliability of service s can be computed

as

R(s,CS ) = Rp(s,CS ) × Rt(s,CS ). (21)

For a composite service, only when all the compo-
nent services are reliable, the composite one can be
reliable. So the reliability of the composite service is
the multiplication of its component ones.
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Definition 6 (Reliability of Composite Ser-
vice). Reliability of composite service CS is the proba-

bility of all the component services that execute as the

estimated QoS, which can be defined as

R(CS ) =
∏

v

R(sv,CS ), (22)

where sv is a component service of CS.

Then, Algorithm 2 is presented to compute the relia-
bility of composite service based on the proposed al-
gorithm of performance prediction. Algorithm 3 is to
compute the reliability of service.

Algorithm 2. Computing Reliability of Composite Ser-
vice

Reliability RCS(CS)//CS is the composite service

1 begin

2 for each s in CS do

3 begin

4 get the reliability Rs of s in context of CS as
Algorithm 3;

5 R = R × Rs ;

6 end

7 return R;

8 end

Algorithm 3. Computing Reliability of Service

Reliability RS(CS, s)

1 begin

2 Get QoS property cq, where cq.f is the failure rate
of processing request; cq.tp is the request process-
ing time announced by providers; cq.c is the cost
for invoking service; cq.v is the maximum data
transmission speed;

3 get the earliest start time et of s in context of CS;

4 compute processing reliability Rp according to
(19);

5 compute transmission reliability Rt as Algorithm 1;

6 return Rp × Rt ;

7 end

5.3 Triggering Reselection Based on
Performance Prediction

Algorithm 4 describes the proposed reselection trig-
gering method. The basic idea is to predict the per-
formance of each component service in the composite
one, and when the predicted QoS is below the threshold
(which means the service will not be reliable or a failure
will occur at invocation time) and no replacement can
be used to rescue such failure, the reselection will be
triggered.

Algorithm 4. Reselection Triggering Algorithm
service TriggerReselection(CS, ReplaceCS)//CS is the
composite service.

1 begin

2 for each service s in CS do

3 begin

4 compute reliability Rs of s as Algorithm 3;

5 if Rs < Threshold then

6 begin

7 compute reliability R of original replace-
ment composite service ReplaceCS[s] of s

as Algorithm 2;
8 if R < Threshold CS then //if replace-

ment one is not available
9 return s;

10 end

11 end

12 end

5.4 Reliability-Oriented QoS-Driven
Reselection

The original replacement is not available and may
affect the self-healing ability of a composite service.
Thus, a reselection is needed to find a new replacement.
Such a replacement has the same service classes as the
original one. Then, the reselected slice of the composite
service is the same as the corresponding workflow of the
original pre-backup composite service. And the reselec-
tion will be done on the original pre-backup service. To
improve the QoS of a composite service while achieving
the reliability, we proposes a reliability-oriented QoS-
driven reselection. The problem of such reselection can
be described as

max

n
∑

i=1

∑

j∈Si

Fijxij ,

s.t.

n
∑

i=1

∑

j∈Si

Qz
ijxij 6 Qz′

c , z ∈ {p, t},

n
∏

i=1

∏

j∈Si

(QR
ij)

xij > Rc,

∑

j∈Si

xij = 1, xij ∈ {0, 1}, i = 1, . . . , n, j ∈ Si,

(23)

where xij is set to 1 if atomic service j is selected for ser-
vice class Si in the workflow of the original replacement
composite service, and 0 otherwise. Qz′

c is the QoS of
original reselected slice which can be used as constraint
for reselection; Rc is the reliability constraint.

Such a problem is a multi-constraint satisfac-
tion problem, which can be solved by an integer
programming algorithm[3] for the complex composite
process, or a dynamic programming algorithm[18] for
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the pipeline composite service. And lots of artificial in-
telligent algorithms, such as genetic algorithm[19] and
simulated annealing algorithm[20], are proposed to solve
this problem. As the limitation of this paper, we will
not discuss how to solve this problem in detail.

6 Experiments

This part will verify the effectiveness of the proposed
approach.

Experiment 1 is used to test the effectiveness of
the proposed performance predicting approach based
on the semi-Markov model. We simulate test set of
data transmission speed according to the Gaussian dis-
tribution N(10, 1). The threshold of reliability is 0.9.
The size of test set is 100 000. We compare the re-
lations among the predicted results, predicted interval
and the observed interval between two neighboring con-
texts. Table 1 gives the results (OQ is the observed
interval between two neighboring QoS-related contexts
in the test set; N is the number of predictions; R is the
average accurate rate of the predictions which can be
computed as the ratio of the number of predictions that
is right to the number of predictions; I is the predicted
interval and the unit of I is second).

Table 1 shows that if the observed interval between
two neighboring contexts is smaller than 0.1s, although
the predicting interval is relatively bigger (e.g., 60s), the
predicted result (accuracy is 93%) is acceptable. If the
observed interval is smaller (e.g., 0.05s), although the
predicted interval is bigger (e.g., 180s), the accuracy
of the predicted result (e.g., 92%) is also acceptable.
Thus, through minimizing the observation interval, the
accuracy of prediction result can be improved.

Experiment 2 is to test the self-healing ability of the
approach. 10 scenarios with OQ = 0.1s, I = 60s are
randomly generated, and the threshold of reliability is
0.9. A comparison of the extra delay by the following
three approaches is presented in Fig.4.

Fig.4 shows that the extra delay caused by the pro-
posed approach is always the shortest among the three
approaches. The reason is that the proposed approach
is an improvement of the traditional pre-backup ap-
proach. By performance prediction, component ser-
vices which will incur a QoS violation can be predicted
and if the corresponding replacement composite service
is not available, the reselection process aiming at find-
ing a replacement will be more likely to finish before the
invocation of the component service and thus the com-
posite service can heal itself from the failure as quickly
as possible. Then, the extra cost caused by such a
self-healing process will be the minimum and the pro-
posed approach will make the composite service heal

itself much more quickly.

Fig.4. Comparison of extra delay.

Experiment 3 is used to test the availability of a
replacement composite service. 10 composite services
are randomly generated, for each composite service,
we simulate 10 failure situations and set OQ = 0.1s,
I = 60s, the threshold of reliability is 0.9. We compare
the success rate of substitution before invoking time of
the failure component service. The result is shown in
Fig.5.

Fig.5. Comparison of success rates.

Table 1. Semi-Markov Based Predicted Results

OQ 0.5s 0.1s 0.05s

I 10 60 180 10 60 180 10 60 180

N 300 300 300 200 200 200 150 150 150

R% 95 86 80 97 93 83 98 95 92

Fig.5 shows that the success rate of the proposed
approach is always better than that of traditional pre-
backup approach. The reasons are as follows. First, the
proposed one considers the QoS performance of com-
ponent services during the execution of the composite
service, the availability of the replacement composite
service can be achieved. Thus, the success rate will
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be high. Second, during the reselection process, both
QoS of the composite service and the reliability of com-
posite service are emphasized. Thus, the more reliable
replacement composite service will minimize the num-
ber of reselection and improve the success rate of the
substitution.

The above experiments show that the proposed ap-
proach is more effective in supporting the composite
service to adapt to the dynamics of Web service.

7 Conclusion

We propose a self-healing approach in order to make
composite service adapt to the dynamic property of
Web services. Such an approach is an integration of
backing up in the selection and reselecting in the ex-
ecution. A way of performance prediction is proposed
to make the composite service heal itself as quickly as
possible and minimize the number of reselections. On
this basis, the self-healing approach based on perfor-
mance prediction is presented including the framework
of this approach, the triggering algorithm of the rese-
lection and the reliability model of the service.

In the future work, we will study on how to adapt the
approach to deal with more complicated and realistic
scenarios, where data transmission speed, failure rate
and the cost of requesting a service are not assumed to
be constant.
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