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Abstract This paper reviews existing approaches to reputation systems, their constraints as well as available solutions.
Furthermore, it presents and evaluates a novel and comprehensive reputation model devoted to the distributed reputation
system for Business-to-Consumer (B2C) E-commerce applications that overcomes the discussed drawbacks. The algorithm
offers a comprehensive approach as it considers a number of issues that have a bearing on trust and reputation such as age
of ratings, transaction value, credibility of referees, number of malicious incidents, collusion and unfair ratings. Moreover, it
also extends the existing frameworks based on information about past behaviour, with other aspects affecting online trading
decisions which relate to the characteristic of the providers, such as existence of trustmark seals, payment intermediaries,
privacy statements, security/privacy strategies, purchase protection/insurance, alternative dispute resolutions as well as the
existence of first party information.
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1 Introduction

The process of globalization creates new challenges
and opportunities for companies by offering an access
to new markets that were previously closed due to cost,
regulations, etc. The adoption of the Internet, in par-
ticular Internet-enabled B2C E-business solutions, al-
lows many Small and Medium Enterprises (SMEs) to
respond to these challenges and opportunities by ex-
tending the geographic reach of their operations. Very
often, however, websites created for sales purposes are
simple in design and functionality and therefore, do not
arouse trust at first glance. Furthermore, in contrast to
“big brands” which have already established their repu-
tation in the online marketplaces, SMEs are unknown
to many E-commerce customers.

In the E-commerce environment, which does not re-
quire the physical presence of the participants, there
is a high level of “uncertainty” regarding the reliabil-
ity of the services, products, or providers. Although
many technologies exist to make the transaction more
secure, there is still the risk that the unknown provider
will not comply with the protocol used. Thus, the de-
cision of who to trust and with whom to engage in
a transaction becomes more difficult and falls on the
shoulders of the individuals. In such an environment,
reputation systems come in place to assist consumers
in decision making. One of the important aspects in
such decisions is a third party’s reputation based on

the various parameters of past behaviour.
There are a number of existing consumer-to-

consumer (C2C) on-line reputation systems such as
those used by eBay[1] or Amazon[2]. However, unlike
C2C E-commerce marketplaces, most B2C sites do not
provide users with feedback information. There are
some centralized services/websites though, which do
offer store ratings and reviews to their users, such as
BizRate[3] or Resellerratings[4]. All of them, however,
rely only on simple algorithms calculating the average
rating based on the given feedback.

Nevertheless, much academic work on reputation
systems has been devoted to the C2C part of E-
commerce (Peer-to-Peer networks) which can be found
in [5–8]. Unlike the existing centralized approaches
(e.g., eBay, Amazon) which are single-factor based,
many authors proposed distributed reputation systems
which still tend to be “one issue-centric”[9−12] (address-
ing only one of many problems existing in the repu-
tation systems[6−8]). Even in studies attempting to
provide more complex reputation methods, for exam-
ple work on Histos/Sporas[13], some issues are still not
taken into consideration, such as the transaction value,
age of rating, or the credibility of referees.

Many of the problems addressed in C2C reputa-
tion models also apply to the B2C E-commerce envi-
ronment. Not many authors, however, concentrate on
the latter model of the marketplace. The only work
known to the authors addressing it is [14] and [15].
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Nevertheless, to the best of the authors’ knowledge,
there are no studies which focus on deriving reputa-
tion ratings in B2C E-commerce environment taking
into account the characteristics of the providers.

At first, this paper describes a selection of repu-
tation systems that constitute a good representation
of current research. It reviews existing approaches,
constraints of current systems and available solutions,
and discusses some aspects of trust and reputation
systems that require more attention. Based on the
above, the reputation metric which is suitable for B2C
E-commerce is presented together with its evaluation
and results. The proposed reputation model offers
a comprehensive approach by including age of rat-
ing, transaction value, credibility of referees, and num-
ber of malicious incidents, as well as preventing col-
lusion and inclusion of unfair ratings. Furthermore,
in addition to the information about past behaviour
it also incorporates other aspects affecting online trust
which are based on providers’ characteristics. Past be-
haviour is not the only information source affecting
trust/reputation rating of an online vendor. Accord-
ing to previous research[16−17], there are many issues
influencing online trust-based decisions such as the exi-
stence of trustmark seals, payment intermediaries, pri-
vacy statements, security/privacy strategies, purchase
protection/insurance, alternative dispute resolutions as
well as the existence of first party information. The
extended approach presented in this paper yields a
promising improved distributed B2C reputation mech-
anism.

2 Reputation Systems Classification

A reputation system collects, distributes, and ag-
gregates feedback about participants, services or pro-
ducts which can assist other users in the decision mak-
ing in the future. They aim to encourage trustworthy
behaviour, and help prevent participation by those who
are dishonest[18].

Online reputation systems can be classified based
on the network architecture, E-commerce model and
source of reputation information.

Reputation network architecture[6] determines how
ratings are gathered and stored in reputation systems.
The two main types are centralised and distributed
architectures. Initial efforts at trust management in
electronic communities were based on centralised trust
databases. In these systems information about the
performance of participants is collected as ratings and
stored in a central authority (reputation centre). All
reputation scores are publicly available so participants
can use them when deciding which party to transact
with. Many existing reputation systems are centralized,

e.g., eBay, Amazon, BizzRate, and Resellerratings.
Also many have been studied in the context of online
communities and marketplaces[13,19]. Distributed repu-
tation systems have no central location for submitting
feedback or obtaining reputation ratings from. Instead,
each participant is responsible for obtaining and col-
lecting ratings from other participants. There can be
distributed stores where ratings can be submitted, or
each participant records their opinion about transac-
tions with other parties. Therefore, to learn about the
reputation of a potential transaction partner, a par-
ticipant needs to find the distributed stores or try to
obtain ratings from other participants who had direct
contact with the target party[6]. The user calculates
the reputation ratings based on the received scores.

Depending on the E-commerce model, reputation
mechanisms can be broadly classified into bidirectional
and unidirectional[14]. The first type exists in the con-
text of C2C E-commerce model, such as online auctions
and peer-to-peer services (e.g., eBay, Amazon) where
users can act as both buyers and sellers thus, they can
rate and be rated at the same time. In this case, the
user reputation can be extracted from explicit ratings
assigned to them. The latter type relates to the B2C
model where sellers, products and services are rated by
the users (buyers) or selected evaluators (e.g., BizzRate,
Resellerratings).

On the basis of the source of the reputation infor-
mation, the reputation systems can be classified into
explicit and implicit ones[14]. The former group of repu-
tation systems uses explicit feedback information, i.e.,
users’ reputation as evaluated by other users as in bidi-
rectional systems. The implicit reputation mechanism
uses implicit reputation information, e.g., derived from
analyzing the position of each user within the social
network[20].

3 Constraints of Reputation Systems

There are several problems that exist in all commer-
cial and academic reputation systems mainly caused by
opportunistic behaviour of market participants. Some
of these constraints have already been addressed while
others still require more attention from the research
community. They are identified and presented below.

3.1 Unfair Ratings

Avoiding or trying to reduce the influence of unfair
ratings, either unfairly positive or negative, constitutes
the fundamental problem in reputation systems as they
rely on feedback given by others[6]. This problem often
relates to collusion attacks in which a group of mar-
ket participants try to manipulate their own reputation
or the reputation of others. On one hand, a colluding
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group can give unfairly high ratings to a single buyer in
order to improve his reputation, which is called ballot
stuffing[19]. On the other hand unfairly negative ratings
can be given to a seller in order to drive him out of the
market, i.e., bad-mouthing[19].

The common way to deal with the problem of unfair
ratings is to filter out the incorrect inputs[21]. Some
researchers go even a step further, e.g., by proposing
a punishment mechanism[22]. In this scenario, if feed-
back messages from two peers involved in the transac-
tion disagree it means that at least one of the sides is
lying, thus, both sides are punished as it is difficult to fi-
gure out which one was untrustworthy. There are other
systems[23] that attempt to improve the accuracy of the
transaction feedback by requiring proof of interaction,
i.e., a transaction certificate that has to be signed by
two parties when rating the transaction. While this
may not prevent the participants from lying about the
outcome, it does prevent from submitting fraudulent
feedback about sellers they have not interacted with.

There are still some systems, however, which as-
sume that buyers always provide unbiased feedback
and therefore the dilemma of unfair ratings is not
addressed[12].

3.2 Credibility of Referees

This issue relates to the situation when a trusting
participant needs to gather reputation ratings about a
potential transaction partner from others (indirect rat-
ings, witness information). There is a possibility that
some peers could be dishonest in order to obtain some
benefit from lying. Some of the reputation models do
not deal with the possibility that referees (users pro-
viding feedback) may lie about their ratings of another
agent and assume that the majority of users are honest
and well-behaved[24].

There are researchers, however, who work on the is-
sue of lying witnesses. The general assumption while
dealing with this problem is that participants in the
system are not fully trusted. One of the solutions is
to evaluate credibility of reputation providers by judg-
ing them on their reputation. In the bidirectional rat-
ing mechanism, which can be found in the C2C E-
commerce models (e.g., online auctions and other P2P
services like eBay), the credibility of the raters/referees
can be easily extracted from explicit ratings (explicit
feedback information) as the users act both as raters
and ratees (rated users)[14]. This solution can be found
in [9–10] where the credibility of reputation providers is
evaluated by judging them on their reputation. There
is an assumption that raters with low reputation are
likely to give unfair ratings. In the model presented
in [25] recommendations from a recommender with a

high reputation has the same importance as from a di-
rect interaction while the ones coming from an agent
with bad reputation are not taken into account. In
that study, after the transaction, the agent also com-
pares the recommendation with the real behaviour of
the recommended agent and, based on that, the repu-
tation of the recommender is increased or decreased.
Huynh, Jennings and Shadbolt[11] also count the differ-
ence between the actual performance of the transaction
partner and its rating received from the referee. Using
this information, however, they calculate the credibility
of a referee instead of relying on his reputation. Similar
approach is also presented in [9, 26] where provider’s
reputation is judged on the perceived accuracy of its
past opinions.

3.3 Changing Identities

Reputation systems are based on the assumption
that identities are long lived and the reputation rat-
ings about a particular party from the past are related
to the same party in the future[6]. Changing identity
is closely related to the problem of a new entity enter-
ing the system. Some models may encourage changing
identity, e.g., when a new entrant receives some positive
reputation at the start — an initial credit. Users with
bad reputation can easily use this opportunity to drop
their pseudonyms to clear their past low-performance
record and get a fresh start. In [27], the problem is
referred to as the dilemma of cheap pseudonyms and
market participants changing identities referred to as
whitewashers.

The extensive work on the problem of strangers’
policies and whitewashing has been done by Feldman
et al.[28] who propose a “stranger adaptive” strategy
which uses information on all first-time interactions to
estimate the probability of being cheated by another
stranger.

Different models deal differently with reputation for
the new entrants. Papaioannou and Stamoulis[22] as-
sign a low initial reputation value in order to limit the
incentive for name changes. Bamasak and Zhang[10]

set initial trust and reliability values to zero which are
greater than those of a malicious agent which means
that a new entrant will not be treated unfairly. On
the other hand, this scheme gives an incentive for a
cheating party to change its identity and to start from
“zero”. In the system proposed by Huynh, Jennings
and Shadbolt[11], at first, each agent receives the de-
fault credibility value as it cannot provide any refer-
ences about its previous behaviour. An end user can
decide how to refer to the new participants: to discredit
them till they prove to be credible or to consider them
to be accurate and honest until proven otherwise.
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Garg et al.[29] propose a novel solution of lending
reputation. To enable a start for the new entity an
existing member who knows the new one can choose to
recommend it by “lending” part of its reputation, which
from that moment is at risk. If the new entity behaves
well the lender is getting the lent reputation back plus
some reward. On the other hand if it behaves badly the
lender loses the portion of the reputation which was at
risk. This mechanism does not encourage participants
to change their identities as to enter the system again
they would have to find someone who would lend them
a part of their reputation.

3.4 Reputation Life Time

The behaviour and performance of market partici-
pants change over time therefore trustworthiness does
not remain the same value either. There are two main
ways of dealing with this issue. One of them is to apply
only the time window from which the transactions are
taken into consideration[10]. The problem of determin-
ing the appropriate time threshold for a specific repu-
tation calculation, however, is not well understood[21].
The other method is to use a decay function, that is as-
signing more weight to recent ratings than to the older
ones. This solution is applied by Fan et al.[12] where
the impact of history is controlled by an exponentially
smoothed function of the previous reputation scores.
Similarly, in the work presented by Huynh et al.[30]

the age relevance of a reputation rating is calculated
by an exponential decay function based on its recency.
Also, the authors of REGRET[31] give much more rele-
vance to the last referrals over the previous ones, using a
normalized weight based on a time-dependant function.
The combination of the two methods mentioned above
can be found in [9], where each broker applies a different
time threshold to decide whether or not the reputation
rating should be taken at the full value. If the recom-
mendation was reported within the time threshold, the
time differential factor is taken into account.

Many of the systems, however, assume that the be-
haviour of agents does not change over time and there-
fore do not take the time factor into account[26].

3.5 Transaction Value

Transaction value constitutes an issue, which has not
received enough attention from the academic commu-
nity. While counting reputation ratings, the value of
the transactions should also be taken into account as it
would prevent the dishonest provider from building a
high reputation by cooperating in many small transac-
tions and then cheating in a very large transaction.

Bamasak and Zhang[10] make an attempt to address
this issue. However, the transaction value in this model

is not taken into account while calculating the reputa-
tion ratings. There is only a reputation threshold value
applied which is proportional to the value of the trans-
action. The higher the transaction value, the higher the
threshold. Fan et al.[12] propose a scheme where the in-
formation of the transaction value is incorporated in
the reputation score algorithm but only in case of a
possible malicious behaviour of value snipping, i.e., a
transaction where the item value is much higher than
the rest of the transactions. In this algorithm, an addi-
tional penalty value is applied which is proportional to
the difference between the new high transaction value
and 1 (i.e., in this scheme the item value for the rest
of the transactions is set to 1). The study concentrates
more on the mechanism of exponential smoothing, in
particular how the value of the smoothing factor can
affect the amount of cheating. This is also tested for
the case where the value of the sale item follows a long
normal distribution, which means it does not deal with
high variation of the sale item value. Therefore, in-
corporating transaction values in the reputation rating
requires further studies.

4 Desiderata for B2C Reputation Systems

The problems discussed in the preceding section re-
late mainly to C2C marketplaces and have been mainly
studied in that context. Many of them, however, do
apply to B2C environments and therefore, the solu-
tions to them are considered as the requirements for
a successful B2C online reputation system. The rep-
utation model proposed in this study covers these de-
sirable characteristics plus other B2C specific issues.
In the authors’ opinion, they constitute the desiderata
for B2C E-commerce reputation systems which are pre-
sented below.

1) The feedback is a vector, not a scalar value (like
in eBay), reflecting other users’ evaluation of different
aspects of the provided service quality and consists of
the following components: transaction outcome, i.e., if
the product/service was received, fulfilling provider’s
signals[21], e.g., if the delivery time, the product were
as promised, and customer service/support.

2) The behaviour and performance of providers
change over time. Thus, in order to model the dynamic
nature of reputation, the reputation value in this study
is decayed, as a function of time. In this way the more
recent ratings are considered more important and are
valued higher comparing to the older ones (see Subsec-
tion 6.2). Furthermore, as in [13], the memory of the
reputation system is considered which disregards very
old ratings.

3) In counting reputation ratings the value of the
transactions is also taken into account based on the
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exponential function (see Subsection 6.2). Also, the
transaction value range depends on the context to
which the reputation system will be applied, i.e., the
maximum price of sold goods/services in the market-
place.

4) Whilst choosing the group of users to require the
data from to calculate indirect reputation, it is impor-
tant to take their credibility as referees into account
(see Subsection 5.1). The reason for that is three-
fold. Firstly, it is often too costly or impossible to
collect ratings results from all interactions with the
provider in question[6]. Secondly, to avoid the inclu-
sion of dishonest feedback into reputation calculation
from users demonstrating colluding behaviour or leav-
ing unfair ratings. Thirdly, to choose the right subset
of users with “similar opinions”. Namely, different peo-
ple have different standards and they tend to trust the
opinions of people who have the same standards with
themselves[13].

5) Some participants may rate higher/lower in gene-
ral than others. The reputation metric in this study
applies the weight based on the rating tendency concept
(see Subsection 6.2) inspired by [14]. This mechanism
decreases the rating from the rater who has a tendency
to rate higher than others, and vice versa.

6) Malicious behaviour should be prevented in the
long term. As in [10], in the proposed model the repu-
tation value is reduced to the minimum when a party
reaches a certain threshold of malicious incidents (see
Subsection 6.2). Up to that threshold the appropriate
weight is applied based on the exponential function.

7) Characteristics of a provider which affect trust
and the decision process in online transactions[7],
i.e., the existence of: trustmark seals, pay-
ment intermediaries, first party information, privacy

statements, security/privacy strategies, purchase pro-
tection/insurance, and of alternative dispute resolution,
are part of the final reputation value (see optional pa-
rameters in Subsection 5.3).

8) New users have an initial reputation which is cal-
culated based on their characteristics as providers (see
Subsection 5.3).

5 Proposed Approach

The reputation mechanism presented in this paper
is designed for the distributed B2C E-commerce model
and it addresses the desiderata from the preceding sec-
tion. It is based on the unidirectional rating mechanism
where two main roles are considered: buyer agent, i.e.,
agent representing a user and provider (a Web service).

The overall model of the proposed reputation system
rating is divided into 3 main stages (Fig.1): the im-
plicit users’ reputation/credibility extraction, the “n-
best/most suitable raters” group generation and the
provider’s reputation calculation.

5.1 Implicit Users’ Reputation/Credibility
Extraction (Stage 1)

In the first stage, the credibility of users/referees
is calculated. In the C2C E-commerce models (as
discussed in Subsection 3.2.), the credibility of the
raters/referees can be easily extracted from explicit rat-
ings. In the B2C model, however, with anonymous
users (feedback providers) who do not have reputation
assigned to them, which would be based on explicit
feedback on their performance given by other users, the
above mechanism is inadequate. Therefore, the solu-
tion is to extract users’ reputation automatically and
implicitly from their past transaction rating data and

Fig.1. Process of the proposed reputation system model.
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use it to choose “n best/most suitable raters”. The
method presented here is inspired by [14] and uses
raters’ ratings to estimate the raters’ underlying cred-
ibility (i.e., implicit users reputation). It is based on
the source credibility theory[32] which employs a few
schemes of collaborative filtering methods (using simi-
larities between a target rater and the rest of the users).
The mechanism applied in this study applies the mea-
sured values of the source credibility factors, i.e., exper-
tise, trustworthiness, and co-orientation (see Subsection
6.1). The theory was shown to support rating mecha-
nisms both in the B2B[15] and B2C[14] E-commerce.

5.2 Raters Group Formation (Stage 2)

In the second stage the three above credibility fac-
tors are used to form a group of the “n-best/most suit-
able raters”. Among several possibilities of combining
these three elements into user’s reputation (e.g., by
arithmetic mean, harmonic mean, multiplication), the
proposed model employs the filtering mechanism (ex-
pertise with the threshold of trustworthiness and co-
orientation). This choice has been made based on the
experimental results presented in [14] which show that
the best outcomes (giving almost 34% performance gain
over a model with randomly selected n users) are ob-
tained with the application of the filtering mechanism
of all three source credibility factors.

5.3 Provider’s Reputation Calculation (Stage 3)

In the proposed model the reputation of the provider
consists of two main parts: the compulsory reputation
and the optional reputation. The compulsory reputa-
tion is calculated based on the information from the
direct interactions (i.e., of the users requiring the repu-
tation calculation) and indirect interactions (i.e., of the
“n-best/most suitable raters” chosen in Stage 2). The
calculations include the transaction ratings, time and
value of the transactions as well as rating tendency of
the raters.

In addition to the compulsory reputation, a user may
choose to include some or all of the optional parame-
ters into calculations, which will influence the rating
value of a provider. They constitute the chosen chara-
cteristics of the providers that affect trust in the on-
line trading decision making process which are taken
from the Trust Taxonomy based on the results from
the conducted survey[16]. The optional parameters are
the existence of: trustmark seals, payment intermedi-
aries, first party information, privacy statements, secu-
rity/privacy strategies, purchase protection/insurance,
and alternative dispute resolution, and are further de-
scribed in [7, 16]. Optional parameters form the basis
of the initial reputation for newcomers as at that point

there is no information of past behaviour available.
A detailed description of how the reputation is cal-

culated is presented in the next section.

6 Establishing the Reputation Metric

From the desiderata formed above a general reputa-
tion metric formula based on the weighted average has
been established. Let p be a provider whose reputation
value is calculated in any instance of time t. Similarly,
let a be an agent representing a user/buyer that belongs
to the buyers’ community (i.e., users of the reputation
system). To calculate the reputation of the provider in
question, agent a uses his own feedback from the previ-
ous transactions with provider p (direct interactions) as
well as feedback provided by other agents representing
the users from the community (indirect interactions).
The subset of the agents/users required for feedback is
established based on the implicit user reputation (Sub-
section 6.1).

The reputation value of provider p is calculated
as the arithmetic mean of the compulsory reputation
(Subsection 6.3) and the optional reputation (Subsec-
tion 6.4). In addition the weight wm(p) based on the
number of malicious incidents is applied (Subsection
6.2).

If the optional reputation metric is not chosen to be
applied then the reputation metric takes the value of
the compulsory reputation metric multiplied by wm(p).
Further, the full rating scale of trust is [0, 1].

6.1 Implicit User Reputation

The implicit user reputation is generated based on
the measured values of the source credibility factors (as
discussed in Subsection 5.1) which are combined by the
filtering mechanism (as discussed in Subsection 5.2).

Expertise Measurement. The expertise factor is de-
fined as the degree of a user’s competency to provide
an accurate prediction[14]. The expertise of user u is

IRE = aw(u)
(
1−

∑
p∈P

∑
a∈A(p) |ḡu,p − ḡa,p|

NP

)
. (1)

where: gu,p, ga,p are the average transaction ratings for
provider p given accordingly by user u and user a; A(p)
the group of users who assigned rating for provider p;
NP is the cardinality of P ; aw(u) is the activity weight-
ing and is defined as 1 − 1/m (m: the number ratings
provided by user u) in order to obtain a higher value of
expertise with more rating activities.

Trustworthiness Measurement. The trustworthiness
factor is defined as the degree to which a user is per-
ceived as providing information that reflects his actual
feelings or opinions[14]. It is measured by the similarity
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between his rating and the mean of the ratings of the
other users where the Pearson’s correlation coefficient
is employed.

IRT = sw(u) ·
∑

p∈P (gu,p − ḡu)(gA,p − ḡA)√∑
p∈P (gu,p − ḡu)2

∑
p∈P (gA,p − ḡA)2

(2)
where gu,p is the average transaction rating of user u
(rater) for provider p; gA,p is the average transaction
rating of all the users who rated provider p; ḡu, ḡA are
the sample/set means; sw(u) is the significance weight-
ing which is 1 if the number of ratings of user u is over
50, otherwise n/50; a higher trustworthiness value is
obtained on a user who has provided many ratings.

Co-Orientation Measurement. The co-orientation
factor is defined as the degree to which a user is similar
to the other users in the community that he belongs to
[14].

IRC =
( ∑

a∈A

sw(u)·
∑

p∈P (u)(gu,p − ḡu)(ga,p − ḡa)√∑
p∈P (u)(gu,p − ḡu)2

∑
p∈P (ga,p − ḡa)2

)/
NA

(3)

where gu,p, ga,p is the average transaction rating for
provider p given accordingly by user u (rater) and user
a; gu, ga are the sample/set means; NA is the cardinal-
ity of the A; sw(u) is the significance weighting which
is 1 if the number co-rated providers between user u
and user a is over 50; otherwise it is n/50; this also as-
signs a higher co-orientation value to a user with many
co-ratings with the other users.

6.2 Weights

There are four weights used in the proposed repu-
tation metric which are associated with the follow-
ing compulsory parameters: number of malicious inci-
dents, reputation lifetime, transaction value and source
of feedback. The application of the weights in calculat-
ing the reputation reflects the stated desiderata 2, 3, 5
and 6 (Section 4). The weights’ equations are presented
below. They can take values 0 to 1. The first three are
based on the exponential function.

The weight for the malicious incident component is
wm(p) and is calculated as follows:

{
wm(p) = α−m, if 0 6 m < M ;

wm(p) = 0, if m > M ;
(4)

where
α = x

√
1/M, x → 0 (5)

where m is a number of malicious incidents of provider p
that occurred within the transactions taken into calcu-
lation; M is the set threshold of the number of malicious
incidents above which the reputation value is reduced
to minimum; α is used to scale wm(p) and α > 1.

The weight associated with the reputation life time
is defined as:

wtx = β−∆t(x) (6)

where ∆t(x) is the time difference between the current
time (i.e., time of request) and the time when the trans-
action x took place. β is used to scale ∆t(x) and β > 1.
The time weight is applied to the reputation metric in
a recursive algorithm (Subsection 6.3.1).

The other weight wvx is associated with the trans-
action value and is calculated using the formula below:

wvx = 1− γ−v(x) (7)

where
γ = x

√
1/vMax , x → 0 (8)

where v(x) is the value of transaction x and vMax is
the transaction range, i.e., the maximum value of the
goods/services in the marketplace (based on the con-
text to which the reputation system is applied). γ is
used to scale v(x) and γ > 1.

The weight ws(u) associated with the source of feed-
back parameter is based on the “rating tendency” con-
cept inspired by [14].

ws(u) = 1− (ḡu − ḡA(u)) (9)

where gu is the average transaction ratings from a rater
u; gA(u) is the average ratings of the other users from
the subset of the “best/most suitable users” (for the
providers that the rater u rated).

6.3 Compulsory Reputation Metric

Compulsory reputation is defined as the arithmetic
mean of aggregated direct and indirect ratings (see be-
low). The rating scale for compulsory reputation metric
is [0, 1].

6.3.1 Computing Aggregated Ratings

The aggregated ratings are calculated with the ap-
plication of the recursive algorithm applied to the list
of the transaction data records sorted according to the
time value.

The aggregated direct rating value is calculated based
on the data stored in the requesting agent a database,
i.e., regarding its direct interactions:

AGRDa,x(p) =URa,x(p) · [wtx/(wtx + wtx−1)]+

AGRDa,(x−1) · [wtx−1/(wtx + wtx−1)].
(10)
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For the case where x = 0 the aggregated direct rating is
equal to URa,j(p) — the updated rating for that trans-
action (see Subsection 6.3.2), where x is the index of
the last transaction on the list (n− 1).

The aggregated indirect rating values are calculated
in the same manner as above but are based on the
list of the transaction data from the group of the “n-
best/most suitable users”. In addition, the weight ws
is applied for each user providing information.

6.3.2 Computing Updated Ratings

Updated reputation rating URa,x(p) is calculated by
agent a for transaction x in which a was involved with
provider p. In general, each provider is reputed by an
agent after each transaction by providing a transaction
rating g. This is the average of two components: fulfill-
ing the provider’s signals and customer service, where
both can take values [0, 1]. In addition, appropriate
weight wv based on the transaction value is applied.

6.4 Optional Reputation Metric

The optional reputation is based on the set of op-
tional parameters (providers’ characteristics) (Subsec-
tion 5.3) which take values [0, 1] and is presented by
the average of the above parameters which have been
chosen to be included into calculation. The rating scale
for optional reputation metric is [0, 1].

7 Evaluation and Results

The discussed reputation metric was evaluated by
simulation with the use of a slightly modified version of
Repast[33] which is a free and open source agent-based
modeling toolkit written in Java. The strength of the
metric was measured by how truly it reflects the agents
(providers) behaviour and in particular by its resistance
against different hostile agents.

7.1 Simulation Overview

The simulation framework models different types of
behaviours in the B2C marketplace. The simulation is
based on discrete time ticks. At each tick buyer agents
are supposed to initiate a transaction with a provider
and rate him afterwards. After the agents finished their
actions the data is collected and represented graphi-
cally. The effectiveness of a reputation system and its
metric depends on its resistance against malicious be-
haviours. The success of non-honest agents is its mea-
surement for the quality of the metric[34]. The detailed
description of the framework can be found in [35].

7.2 Modeling the Buyers

The buyers in the simulation framework differ in

types. The buyer agent type is a combination of its
trust disposition and its expectations.

Disposition to trust and the same risk attitude refer
to the fact that people have a baseline attitude when
they approach any trust situation. Some of them have
a higher baseline level of trust than others thus, some
individuals may find it easier/more difficult to trust.
The disposition to trust affects the decision of either the
buyer agent wants to engage in a transaction with the
provider or not (see the acceptance function in Subsec-
tion 7.4.). Based on the above there are different types
of the buyer agents in the simulation:

Risk Taking. This type of buyers is willing to take
risks easily which means they accept the high value
transactions even with the provider with low reputa-
tion.

Cautious. This type of buyers is risk averse and they
are very careful with their decisions. They accept the
transactions only if the provider has high reputation.

Conservative. Buyers representing this type come
between the two above extremes.

In the presented framework the buyer agents have
also different expectations towards the outcome of the
transaction which affects the way they rate the transac-
tion (see the rating function in Subsection 7.5.). As in
[36], there are three types of the buyers agents in this
study: optimists, realists, and pessimists. Optimists
will be expecting a very positive outcome, pessimists
on the other hand a rather bad outcome, and realists
will come somewhere between the two extremes.

Combining the two attributes discussed above the
following types of buyers agents were implemented in
the simulation framework: Risk Taking Optimists, Risk
Taking Realists, Risk Taking Pessimists, Cautious Op-
timists, Cautious Realists, Cautious Pessimists, Con-
servative Optimists, Conservative Realists, and Con-
servative Pessimists.

7.3 Modeling the Providers

There are different types of providers implemented
in the framework which are called Trustworthy, Shady,
Player, and Fly-By-Night of which the last three are
malicious. They differ in their behaviour while trans-
acting which is correlated with their characteristics,
i.e., the cheating probability (ChP) and the range of
the transaction outcomes they produce in terms of cus-
tomer service and fulfilling providers’ signals (in other
words the quality of services they provide). The re-
maining attributes constitute the optional parameters
in the reputation metric (see Subsection 5.3) which take
values between 0 and 1 where 0 means no existence of
the attribute. In this way, each type of the provider
has the optional reputation (OP) value based on the
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above which constitutes the initial reputation value for
any new provider in the system. In the reputation sys-
tem, the OP values would be provided by a selected
evaluator or a devoted agent that would gather this in-
formation from the providers’ websites. The properties
of different providers are as follows.

Trustworthy. This type of providers do not cheat in
the transactions (ChP = 0) and provides high service
quality. All the parameters mentioned above have high
values (OP = 0.92).

Shady. This agent does not have a particular pat-
tern in its behaviour (ChP = 50). It provides false
statements on its website which results in high values
of the optional parameters apart from Trustmark Seals
and Payment Intermediaries (OP = 0.63). The quality
of the services it provides is low.

Player. This type of provider tries to build high rep-
utation by not cheating (ChP = 0). When it achieves
its goal, however, it starts behaving in a malicious way
(ChP := 100). When its reputation falls down below
the threshold it starts being honest again (ChP := 0).
A Player agent has got high values for First Party In-
formation, Privacy Statements and Security Strategies
(OP = 0.43). When it does not cheat the services pro-
vided are of a high quality.

Fly-By-Night. This agent’s goal is to cheat (ChP =
100). It provides false information about the services
it offers. The way of payment is direct to the bank
account (OP = 0.51). The quality of the services it
provides is low.

7.4 Transaction Acceptance Function

In the presented simulation the buyer agents have a
trust disposition which allows them to make different
decisions when it comes to engaging in a transaction
with a provider.

In this work the assumption is that no buyer
agent will transact voluntarily with a non-trustworthy
provider, i.e., the provider with low reputation. The
other factor taken into consideration while making the
decision is the value of the transaction. The accep-
tance function, therefore, is a correlation between the
provider’s reputation and the value of the transaction.
The higher the value of the transaction, the higher the
reputation for the buyer to engage in this transaction.
As different people have different disposition to trust,
in the presented framework, different types of buyer
agents have different acceptance functions. In this way
different types of agents accept the transaction of a spe-
cific value at different reputation levels.

Users’ willingness to trust, however, can be changed
by experience[37]. In the proposed framework all buyer
agents representing a specific type start with the same

acceptance function which is affected/changed later on
by the outcome of the transaction (experience) and in
particular by the providers’ malicious incidents. The
calculation of the acceptance threshold for a specific
transaction value with a specific provider is based on
Lagrange Interpolation[38].

7.5 Rating Function

In the proposed framework each buyer agent rates
each transaction he has been involved in and collects
these ratings (Subsection 5.3) in his database.

In a real marketplace, different people will rate a
transaction differently based on their experience and
their expectations towards the transaction outcome.
In the discussed simulation framework, three cases are
considered: optimists, realists, and pessimists. When
it comes to the transaction, optimists will be expecting
a very positive outcome, pessimists on the other hand a
rather bad outcome, and realists will come somewhere
between the two extremes. The simulation framework
addresses the above scenario in a way that the optimist
agent will hope for the best outcome (in terms of cus-
tomer service and provider’s signals) he has had so far
with the provider in question, the pessimist agent will
anticipate the worst one, and the realist agent will ex-
pect the average result based on his experience. If the
expected outcome (expOut) is higher than the actual
one (realOut), the buyer agent applies the punishment
value (p) to the transaction rating (rating) which is a
difference between the expected and the real outcome
value. If the expected outcome value is equal to or
lower than the actual one, the ratings reflect the out-
come. The above rules are presented below:

p:= expOut - realOut

if p > 0 then

if p < = realOut then

rating:= realOut - Random(0, p)

else

rating:= realOut - Random(0,realOut)

else

rating:= realOut

Apart from the transaction rating, the final reputa-
tion value includes also the other component which is
Optional Reputation discussed in Subsection 6.4.

7.6 Evaluation Criteria

The strength of the metric is measured by how truly
it reflects the agents (providers) behaviour and in par-
ticular by its resistance against different hostile agents.
In the simulation the average requested reputation, the
market honesty, the acceptance rate, the average num-
ber of transactions and the average number of malicious
incidents are calculated separately for each type of the
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provider agents.
Average requested reputation is the mean value of

all reputation ratings of providers from a specific type
as if calculated/received by a buyer when requesting re-
putation rating. This is based on the rating information
stored in the buyers’ databases.

Market honesty is the mean value of the actual out-
comes from the transactions produced by the provider
agents (not ratings). These are stored in providers’
databases.

Acceptance rate is the proportion of accepted /com-
pleted transactions with all initiated transactions with
providers of a specific type.

Average number of transactions is the average num-
ber of transaction that a provider of a specific type was
involved in (accepted transactions).

Average number of malicious incidents is the aver-
age number of malicious incidents for a specific type of
a provider.

7.7 Simulation Results

There is no work known to the authors that intro-
duces a reputation metric for B2C E-commerce reputa-
tion systems taking into account provider’s characteris-
tics. This paper, therefore, presents pioneering results
and it is not possible to compare them with the effi-
ciency of any other reputation metric.

The simulation results are depicted in Figs. 2∼7.
The horizontal axis in the figures represents the time.
In Figs. 2 and 3 the vertical axis corresponds to the
computed reputation, in Figs. 4, 5 and 7 it represents
the number of transactions and in Fig.6 the acceptance
rate.

Market honesty (Fig.2) and average requested repu-
tation (Fig.3) show that the reputation metric correctly

Fig.2. Market honesty.

Fig.3. Average requested reputation.

Fig.4. Average Number of transactions.

Fig.5. Average number of malicious incidents.
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Fig.6. Acceptance rate.

Fig.7. Average number of malicious incidents, M = 1, ceteris

paribus.

reflects the behaviour of different types of providers,
i.e., Trustworthy agents keep their high reputation
scores throughout the experiment and the different
types of malicious agents have low reputation due to
their transaction history. It is noticeable that initially
the reputation of the malicious agents is a bit higher
and it decreases with time. This is caused by the fact
that the initial reputation for new providers with no
transaction records is their optional reputation which
in many cases is based on the false information pro-
vided by them on their websites. When the transaction
information comes into the equation, however, the rep-
utation algorithm appropriately deals with the scenario
and decreases the reputation value.

The slight difference in values between market hon-
esty and average requested reputation reflects the
fact that different types of buyer agents rate the

transactions differently which does not always match
real outcomes. The dissimilarity, however, is not signif-
icant which strongly suggests that the reputation metric
closely mirrors the behaviours in the marketplace.

The results shown in Figs. 4∼6 indicate that ma-
licious agents are not involved in many transactions
(Fig.4) due to their low reputation. The acceptance
rate (Fig.6) decreases as the buyer agents do not accept
transactions with providers with low reputation. The
average number of malicious incidents (Fig.5) is kept
stable which is controlled by the maximum number of
malicious incidents simulation parameter. If the pa-
rameter is set as M = 1 then the reputation metric
will decrease the reputation of this provider to 0 which
means it will not be accepted as a transaction partner
anymore and will not get a chance to gain profit by
cheating. This scenario is illustrated in Fig.7, ceteris
paribus (i.e., while other parameters stay unchanged).

Overall, the results showed that the proposed repu-
tation metric closely reflects different types of be-
haviour in the marketplace and the method is particu-
larly resistant to malicious behaviour.

8 Conclusions

This paper reviewed the existing approaches to cur-
rent reputation systems, their constraints as well as
solutions available to them. Following these, the list
of characteristics of a successful B2C reputation sys-
tem was presented. Based on it, a novel comprehen-
sive reputation model was proposed which meets the
above requirements and also extends the existing repu-
tation frameworks based only on information on past
behaviour with other aspects affecting online trust, i.e.,
the providers’ attributes.

The discussed metric was evaluated by simulation
and the results show that it closely reflects different
types of behaviours in the marketplace and the method
is particularly resistant to malicious behaviour.

One of the assumptions of the proposed system, i.e.,
that there are no external parties included in the frame-
work can be easily amended in the future by including
the information coming from other systems or reputa-
tion authorities.
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