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Abstract Crowd flow prediction has become a strategically important task in urban computing, which is the prerequisite

for traffic management, urban planning and public safety. However, due to variousness of crowd flows, multiple hidden corre-

lations among urban regions affect the flows. Besides, crowd flows are also influenced by the distribution of Points-of-Interests

(POIs), transitional functional zones, environmental climate, and different time slots of the dynamic urban environment.

Thus, we exploit multiple correlations between urban regions by considering the mentioned factors comprehensively rather

than the geographical distance and propose multi-graph convolution gated recurrent units (MGCGRU) for capturing these

multiple spatial correlations. For adapting to the dynamic mobile data, we leverage multiple spatial correlations and the

temporal dependency to build an urban flow prediction framework that uses only a little recent data as the input but can

mine rich internal modes. Hence, the framework can mitigate the influence of the instability of data distributions in highly

dynamic environments for prediction. The experimental results on two real-world datasets in Shanghai show that our model

is superior to state-of-the-art methods for crowd flow prediction.
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1 Introduction

The accurate prediction of crowd flows is a funda-

mental basis for numerous applications in the field of

urban computing, such as traffic management, urban

planning, and public safety. With the rapid develop-

ment of urbanization, 55% of the world’s population

lives in urban areas, a proportion that is expected to

increase to 68% by 2050 1○. On the other hand, the

ubiquitous GPS-embedded devices record the trajecto-

ries of these city dwellers. Such huge amounts of crowd

flow data enable the new paradigm for the city mana-

gement by providing tremendous sensing capabilities

for understanding the city dynamics. For example, us-

ing big data with the City of Dublin, Irish Republic,

IBM 2○ has been forecasting traffic conditions to iden-

tify and solve the root causes of traffic congestion in

the public bus network.

However, due to the variousness of crowd flows, mul-

tiple correlations which are obscure or hidden among

urban regions affect urban flows in varying degrees. It

is important to exploit multiple correlations between

urban regions for fully mining the spatial information.

Some previous researches mainly focused on predicting

the crowd flows of gridded regions [1–3]. Although parti-

tioning a city into grids is more quickly, the spatial de-

pendencies of crowd flows in these rectangular regions

are highly confusing and can hardly be modelled. More-

over, previous work on modeling spatial dependencies

is concentrated on only neighborhood information [4, 5]
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or some other superficial information of flows [6]. There

are few researches on extracting multiple correlations

from urban flows. Hence, the mining for spatial depen-

dencies in urban flows is not enough. Fig.1 shows an

example of a part of correlations among some regions.

Although residential 1 is geographically isolated, we can

find it may correlate to residential 2 that shares simi-

lar flow patterns. The two office zones share similar

flow patterns too. Besides, the subway station is as-

sociated with different types of regions because of the

high flow exchange. The office zone 1, which is adja-

cent to residential 2, also has high-flow exchange with

the residential area.
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Fig.1. Example of a part of complex correlations among urban
regions.

There also would be difficulties in predicting crowd

flows in the highly dynamic environments of devel-

oping cities. Some existing crowd flow prediction

methods [4, 7] not only use the data in recent time slots

but even use the data of a year or two ago. How-

ever, because of rapid in-migration, unplanned urban

expansions, and challenges in infrastructure financ-

ing, developing cities are always undergoing dramatical

changes [8] so that the distribution of urban flows has

already drifted over time. Besides, previous researches

have mostly paid attention to the prediction for particu-

lar kinds of crowd flows. These specific methods usu-

ally take the features of flows into consideration, such

as sharing bike system [9] and ride-hailing services [7],

which could barely be transferred to other flow data.

In this work, we formulate the prediction of crowd

flows as a spatiotemporal forecasting problem. A seg-

mented region can be viewed as a node with some

attributions [10] such as inflow and outflow. These attri-

butions are associated with the historical observations

of this node and the other related nodes [9]. To the

best of our knowledge, previous researches mainly con-

duct their experiments for the region-level inflows and

outflows forecasting [6, 11]. There are few experiments

about crowd flow prediction between region pairs.

To address the challenges mentioned above, we pro-

pose a novel multi-graph deep learning framework for

crowd flow prediction between urban regions of devel-

oping cities, called Multi-Graph Convolution Gated Re-

current Units (MGCGRU). In our work, we first study

three types of pair-wise correlations among regions, in-

cluding the geographical distance, the flow exchange,

and the flow similarity, which are inferred from histori-

cal urban flows. Then, we take advantage of graph con-

volution to construct the multi-graph convolution ope-

rator, which can capture the multiple spatial dependen-

cies adaptively. By replacing the matrix multiplications

in gated recurrent units (GRU) with the multi-graph

convolution operator, the MGCGRU model can cap-

ture both temporal and multiple spatial dependencies

among the sequential data of crowd flows. This model

is also convenient for multi-step ahead prediction. The

main contributions of this paper are as follows.

• To exploit the interactions of crowd flows, we con-

struct three different types of correlations among ur-

ban regions, including neighborhood information, flow

exchange frequency, and flow similarity. This simila-

rity can represent the correlations among urban re-

gions relatively comprehensively. Then, we propose

a novel prediction model called MGCGRU, which can

capture these multiple spatial dependencies of urban

crowd flows.

• For better adapting to the dynamic mobile data,

we leverage the multiple spatial correlations and the

temporal dependency to build a prediction framework

that uses only a little recent data as the input but can

mine rich internal modes. Hence, the framework can

mitigate the influence of the instability of data distri-

butions in highly dynamic environments, and enhance

the memory bottleneck of predictor.

• We conduct an extensive experimental study on

two real-world datasets in Shanghai, including the pair-

wise flows of a dockless shared bike system. The results

demonstrate the advantages of our MGCGRU model

beyond the adaptations of several state-of-the-art ap-

proaches.

2 Related Work

2.1 Spatio-Temporal Prediction

As a fundamental issue of urban computing, crowd

flow prediction is a long-standing problem for data-

driven urban management [12]. There exist several
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general methods like regression [11, 13] for flow predic-

tion. Since crowd flows can be regarded as a kind of

time series data, time series analysis methods such as

ARIMA [14, 15] have been extensively studied for this

task. Besides, some researchers aimed to predict travel

speed [16] or traffic conditions on the road [17], which use

the readouts of road sensors as training data. Divided

by traffic types, the targets of spatio-temporal predic-

tion include taxis [12], buses [18], sharing bikes [19, 20], and

so on. However, because these researches often focus on

a particular type of traffic, little work conducts their

experimental studies on the different types of datasets.

2.2 Deep Learning for Crowd Flow Prediction

Deep learning has achieved numerous successes in

many fields such as compute vision [21] and natural lan-

guage understanding [22, 23]. In particular, recurrent

neural networks (RNNs) such as gated recurrent units

have been used successfully for sequence learning tasks

like urban flow prediction [24], but they can only cap-

ture temporal dependencies in data. In order to resolve

this problem, [25] has proposed a convolutional LSTM

network for spatio-temporal prediction problems. How-

ever, this method can hardly capture non-Euclidean

spatial dependencies. Although it is effective to lever-

age convolutional networks for flow prediction of grided

regions, crowd flow prediction of irregular regions is ac-

tually of more realistic significance.

To handle the non-Euclidean structured data, re-

searchers first introduced graph convolutional neu-

ral networks (GCN) in [26], which bridges the spec-

tral graph theory and deep neural networks. After

that, [27] proposes ChebNet which improves GCN with

fast localized convolutions filters. GCN has been ap-

plied to semi-supervised classification [28] and image

analysis [29]. Recently, DMVST-Net [12] has been pro-

posed which uses graph embedding as an external fea-

ture for spatiotemporal prediction and consequently

fails to use the demand values from related regions.

The authors further improved this method by model-

ing the periodically shift problem with the attention

mechanism [30]. Researchers of [6] proposed the multi-

graph convolutional networks for bike flow prediction,

but this method only uses the weighted sum of ad-

jacency matrices as a spatial dependency and applies

the traditional convolutional networks to the prediction

problem. In [16], the authors modelled the traffic as a

diffusion process and proposed DCRNN to combine the

GCN with gated recurrent units that capture both spa-

tial and temporal dependencies. However, these meth-

ods are all aimed at a particular kind of crowd flows,

which could hardly be adapted to other flow predic-

tion problems. Furthermore, MVGCN [4] was proposed,

which can capture multi-hop temporal dependencies for

crowd flow prediction. However, this method needs a

long period of data, and it is hard to conduct it in

highly dynamic urban environments. Moreover, re-

searchers proposed ST-MGCN [7] to capture multiple

spatial dependencies. It introduces the attention mech-

anism, which can better obtain long-term time depen-

dencies in stable environments effectively. However,

due to the great changes in data distribution over time

in the highly dynamic environment, long-term time de-

pendence would even make the performance worse and

also increase the overhead. In addition, ST-MGCN has

a more complicated calculation process due to recalcu-

lating once per prediction.

3 Preliminaries

3.1 Region Partition

To analyze the crowd flows of a city, we should first

segment the city into small regions. As mentioned in

Section 1, the regular gridded regions can hardly rep-

resent any particular urban functions. Furthermore,

the morphological approach [31] can hardly identify the

gathering places of a city. With the development of

a city, the urban regions which have already become

crowded places always attract crowd flows, even if

their urban functions may change greatly. Inspired by

these thoughts, we adopt the DBSCAN algorithm [32], a

classic density-based clustering method, to cluster the

starting points and the ending points of crowd flows to

form urban regions.

As shown in Fig.2, we visualize the average hourly

distribution of starting points and ending points in a

sharing bike system in Shanghai during day time. The

dots colored in red and blue denote high and low point

densities respectively, the green denotes the medium

point densities, and the transparent color denotes there

is no crowd flow. From the figure, it can be seen that

most areas of the city have bike flows, but there are also

some areas like a part of universities where shared bikes

are not allowed. Therefore, to achieve a meaningful re-

gion partition, the density-based clustering approach

becomes a natural choice since it can easily avoid those

forbidden areas and works well with the detection of

clusters that have irregular shapes.
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Fig.2. Distribution of starting points and ending points in a
sharing bike system in Shanghai.

We now show the details of region partition. We

first put all the starting points and the ending points

of crowd flows into a dataset. Then, we choose an ar-

bitrary point in the dataset and find all its neighboring

points within the range of a fixed distance (referred

to as epsilon). For the chosen point, if the number of

neighboring points is less than a threshold (referred to

as minPts), it is temporally treated as an outlier and

gets skipped. Otherwise, it forms clusters including all

its neighboring points and itself. All of these neigh-

boring points will perform the same expansion process

until no points can be further included. We then repeat

from choosing a new point and stop the process if all

points are considered. After that, all points marked as

outliers are removed and regions are formed by detect-

ing the boundaries of clusters.

The examples of specific region partition are shown

in Fig.3. By using proper parameters epsilon and

minPts, each region is tagged as shown in the figure.

We can observe that there are more uncoated parts in

Fig.3(b) than in Fig.3(a), because the reachable area of

taxis is smaller than that of bikes. Also, the area in the

park is not pated into any region on both two datasets

because there are few bikes or taxis.

(b)(a)

Fig.3. Examples of region partition. (a) Region partition result
of MobikeSH. (b) Region partition result of TaxiSH.

3.2 Region-Level Urban Flow Prediction

With the partitioned regions, we are now ready to

formalize the region-level urban flow prediction prob-

lem. The goal of urban flow prediction is to predict

the future region-wise flows given previously observed

ones. First of all, the whole city is represented as a

weighted graph, denoted as G = (V, ε,A), where V and

ε denote the set of nodes and edges, respectively, and

A ∈ R
|V |×|V | is an adjacency matrix. Specifically, each

partitioned region is defined as a node v ∈ V and the

relationships between regions are represented by edges

ε. Each node v has P attributions called graph sig-

nals that represent the crowd flows related to the ur-

ban region, such as inflows, outflows, or just the flow to

another region. Let F (t) ∈ R
|V |×P represent the graph

signals of all regions at the t-th interval. The crowd flow

prediction problem is formulated as (1) which learns a

function f(·) that maps h′ historical graph signals to

future h′ graph signals, given a graph G.

{F (t−h′+1),F (t−h′+2), . . . ,F (t);G}
f(·)
−−→ {F (t+1),F (t+2), . . . ,F (t+h)}. (1)

Note that, the data ahead of F (t−h′+1) is no longer used

as inputs for prediction because we suppose the city as

a highly dynamic environment and the recent data is

much more valuable. Using only recent time for predic-

tion, we can mitigate the influence of the instability of

data distributions in such environments.

3.3 Framework

As aforementioned, we formalize the crowd flow pre-

diction as a spatiotemporal prediction problem. We de-

sign a deep learning framework for solving it. As shown

in Fig.4, the framework overview is composed of three

major parts: data preparation, model construction, and

learning and prediction.

In the data preparation stage, we first construct

graph signals in different time slots F (t−h′) ∼ F (t) us-

ing the historical data of target urban flows. Consi-

dering the factors that may affect the flow rate, we need

to fetch weather elements (e.g., weather, temperature,

wind speed, visibility) and global date information (e.g.,

the time of the day, the day of the week). Then, we ex-

tract features from these extra factors, E(t−h′) ∼ E(t).

Finally, we concatenate E with the graph signal at-

tributes of F to form the input F (t−h′)′ ∼ F (t)′.

In the model construction stage, we exploit multi-

ple correlations among urban regions from the exist-

ing crowd flow data to construct three related graphs,
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Fig.4. Framework overview of the prediction model based on Multi-Graph Convolution Gated Recurrent Units.

including region distance graph for representing the

regional proximity, flow exchange graph for demon-

strating the volume of regional crowd flows, and flow

similarity graph for showing the similarity of the re-

gional flow pattern. Based on the three graphs men-

tioned above, we propose a multi-graph convolution

operator. Sequentially, we present a modified-GRU

by replacing the matrix multiplications in gated recur-

rent units (GRU) with the multi-graph convolution ope-

rator, called MGCGRU, which can capture both tem-

poral and multiple spatial dependencies among the se-

quential data of crowd flows.

In the learning and prediction stage, we utilize the

Encoder-Decoder architecture to implement the MGC-

GRU model for multi-step ahead prediction. Both the

encoder and the decoder are recurrent neural networks

with MGCGRU. Given the prepared data F (t−h′)′ ∼

F (t)′, the encoder generates a final state through its

network structure and transfers it to the decoder, which

will then produce the ultimate prediction result.

4 Methodology

4.1 Encoding Region Correlations Using

Related Graphs

Graph construction is the fundamental aspect of

modeling the spatial dependency of urban regions. If

the edges of related graphs cannot represent the corre-

lations among urban regions accurately, it will result in

the wrong learning direction of the model and generate

a bad result of crowd flow prediction. Our study shows

that the closer urban regions have stronger relations

with each other. Besides, the regions with frequent ex-

changes or similar flow patterns seem to relate to each

other. Based on these considerations, we encode three

types of correlations among urban regions with graphs.

• Region Distance Graph. In urban areas, two re-

gions near each other are affected by the same events,

which means the fluctuation of urban flows will hap-

pen in nearby regions at the same time. Therefore,

we construct the first related graph Gd = (V, εd,Ad),

which encodes the spatial proximity. We choose the ge-

ographic center as the representative of every irregular

region, and then calculate the distance disij between

two arbitrary regions i and j. In particular, we use a

base-e negative exponential function to model the ge-

ographic correlations among urban regions as (2). For

controlling the sparsity of Ad, there is a threshold of

distance Thd. The parameter bd is adjusted for an ap-

propriate value of Ad.

Ad
ij =

{
e
−

dis2
ij

bd , if disij 6 Thd,

0, if disij > Thd.
(2)

• Flow Exchange Graph. The historical records of

crowd flows can provide us the amount of exchange

between urban regions. By common sense, those re-

gions which are distant but with a tremendous amount

of exchange can be related to each other. When the

crowd flow patterns of one region change, it will ap-

pear that the crowd flows of another region tend to

change too. Here, we define the flow exchange graph

Ge = (V, εe,Ae), which encodes how frequently two

regions interact with each other. Specifically, we use

the scaled sum of crowd flows between two regions to

model this type of urban correlations as (3). N () is the

normalization function. There is also a threshold The
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for controlling the sparsity of Ae.

Ae
ij =

{
N (Fij + Fji), if N (Fij + Fji) > The,

0, if N (Fij + Fji) 6 The.
(3)

• Flow Similarity Graph. When we study the crowd

flow patterns of a region, we can refer to other regions

that have similar urban functions as this one. Hence,

the regions with similar urban functions also share simi-

lar directed crowd flow patterns. Intuitively, we can

approximate the similarity of urban regions by the cor-

relation coefficients of crowd flows in each time slot.

The flow similarity graph Gs = (V, εs,As) is encoded

as (4):

As
ij =

{
(Rij)

bs , if (Rij)
bs > Ths,

0, if (Rij)
bs 6 Ths,

Rij =
Cij√

Cii × Cjj

,
(4)

where the correlation coefficients are calculated accord-

ing to the covariance matrix C. Also, there is the

threshold Ths and a parameter bs for adjusting the re-

sult. The covariance matrix C is calculated as (5).

Cij = E[(F i − E(F i))(F j − E(F j))], (5)

where E() means the expected value.

4.2 Modeling Spatio-Temporal Dependencies

Given the region correlations in Subsection 4.1,

traditional methods such as convolutional neural net-

works (CNNs) are helpless for modeling such spa-

tial dependencies encoded with graphs. Recently, the

convolutional neural networks for graphs have been

proposed [26]. In this work, we leverage the spectral

graph convolution to build the multi-graph convolu-

tion operator for modeling the spatial dependencies,

which can mine rich internal modes of urban flows.

For convenience, we denote our multi-graph convolu-

tion operator as ⋆A like the spectral formulation in [27],

where A = {Ad,Ae,As} represents the set of three con-

structed graphs. The normalized graph Laplacian L of

graph G is utilized which is defined as (6).

LA = D
− 1

2

A
(DA −A)D

− 1

2

A
= ΦAΛAΦT

A, (6)

where DA ∈ R
|V |×|V | is the degree matrix of the ad-

jacency matrix A. ΦA ∈ R
|V |×|V | and ΛA ∈ R

|V |×|V |

are the matrix of eigenvectors and the diagonal matrix

of eigenvalues with eigenvalue decomposition L respec-

tively. By the definition above, the spectral graph con-

volution ⋆A with the graph signal F ∈ R
|V |×P and a

filter θ ∈ R
K is defined as (7) in the Fourier domain.

θ ⋆A F:,p = Φ ·
K−1∑

k=0

(θk · Λ
k) · ΦT · F:,p. (7)

Based on (7), for modeling the multiple spatial de-

pendencies described in Subsection 4.1 at the same

time for crowd flow prediction, we present the multi-

graph convolution operator ⋆A with the graph signal

F ∈ R
|V |×P and a filter θ ∈ R

|A|×K as (8).

θ ⋆A F:,p =
∑

A∈A

(ΦA ·
K−1∑

k=0

(θA,k · Λ
k
A) · ΦT

A) · F:,p. (8)

However, the multiplication with ΦA is computa-

tionally expensive when |V | is large. We leverage the

ChebNet [27] to overcome this problem as shown in (9).

θ ⋆A F:,p =
∑

A∈A

K−1∑

k=0

(θA,k · L
k
A
) · F:,p

=
∑

A∈A

K−1∑

k=0

(θ̃A,k · Tk(L̃A)) · F:,p, (9)

where T0(x) = 1, T1(x) = x, Tk(x) = xTk−1(x) −

Tk−2(x) are the basis of the Cheyshev polynomial, and

L̃A = 2
λmax

LA−I represents the scaled Laplacian, λmax

denotes the largest eigenvalue of LA. Therefore, the

filter θ is now replaced with the Chebyshev coefficients

θ̃ ∈ R
|A|×K .

To model the temporal dependency of urban crowd

flows, we use the recurrent neural networks (RNNs) as

the basis of our prediction method. Specifically, in-

spired by [16], we replace the matrix multiplications in

GRU [33] with our multi-graph convolution operator ⋆A
as (10) called MGCGRU.

r(t) = σ(θ(r) ⋆A [F (t),H(t−1)] + br),

u(t) = σ(θ(u) ⋆A [F (t),H(t−1)] + bu),

H̃
(t) = tanh(θ(H̃) ⋆A [F (t), (r(t) ⊙H

(t−1))] + b
H̃
),

H
(t) = u(t) ⊙H

(t−1) + (1− u(t))⊙ H̃
(t), (10)

where r(t), u(t), and H̃(t) denote the reset gate, the up-

date gate, and the candidate matrix of time slot t re-

spectively. On the right side of the equal signs, F (t) and

H(t) represent the input and the output of time slot t

respectively. θ(r), θ(u), and θ(H̃) are the parameters for

the corresponding filters. Note that the parameters are

replaced with the Chebyshev coefficients when training

and can be trained using backpropagation, which will

be faster than the original GCNs.
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The related graphs are honestly large, but the ad-

jacency matrices of related graphs are sparse. In the

implementation, we load and calculate the graph matri-

ces as sparse tensors using tensorflow package 3○, which

has lower space complexity than the traditional meth-

ods of storage. Therefore, we can load the large graphs

of urban regions and apply our algorithm on comput-

ing platforms. In addition, it is helpful for breaking the

memory bottleneck, as we use only several recent time

flow matrices as inputs.

4.3 Training and Prediction

Because the crowd flow prediction problem is de-

fined as a multi-step prediction problem, we apply

the Encoder-Decoder architecture to our prediction

model. As an example in Fig.5, there is a multi-

layer MGCGRU model for h-step ahead crowd flow

prediction. The structures of encoder and decoder are

similar to traditional RNNs, which are constructed by

multiple layers that consist of MGCGRU cells. We

fetch the extra information to form E(t−h)
∼ E(t+h),

and concatenate it with the historical crowd flow data

F
(t−h)

∼ F
(t+h) for constructing the inputs data F

′,

which is illustrated in Fig.4. The extra information

includes weather conditions (temperature, humidity,

wind speed, weather, visibility) and date information

(the time of the day, the day of the week, and so on).

Every MGCGRU cell produces a result as the input of

its next layer, as well as a hidden state as the input of

its next MGCGRU cell in the same layer. The encoder

network compresses the information of historical graph

signals into a hidden state vector. Then, the decoder

network decodes the hidden state vector to perform ur-

ban flow predictions.

For training, the decoder takes the ground truths

as inputs to improve the training effect. With the

generated predictions of decoder, the entire network

is trained by minimizing the loss function which rep-

resents the gap between predictions [F̂ (t+1), F̂ (t+2)
∼

F̂ (t+h)] and ground truths [F (t+1),F (t+2)
∼ F (t+h)] us-

ing backpropagation through time. For different types

of crowd flows, the parameters of multiple correlations

can be adjusted through training adaptively. There-

fore, we can use MGCGRU on generic crowd flow data

for prediction.

For prediction, the encoder is the same as that of

training. In the decoder, we use the weather forecasting

as extra weather information data. The ground truth

data is also replaced with predictions [F̂ (t+1), F̂ (t+2)
∼

F̂ (t+h−1)] generated by the model itself, as the earth-

yellow dotted arrows in Fig.5.

5 Experiments

In this section, we present an extensive experimen-

tal study of our MGCGRU model, compared with six

competitive algorithms. We conduct two sets of experi-

ments on each of two different datasets to evaluate

the effectiveness of the proposed MGCGRU model and

study the parameter sensitivity. We also study the ef-

fects of spatial dependence modeling by using different

related graphs.
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Fig.5. Encoder-decoder architecture for the MGCGRU model.

3○https://www.tensorflow.org, Nov. 2019.
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5.1 Setting

Datasets. We use two different datasets of crowd

flows in Shanghai. The details are described as follows.

MobikeSH. The real-life Mobike data contains

957 357 367 riding records generated by 314 703 shared

bikes from February 2017 to March 2018 in Shanghai.

Each record specifies a bike ID, a pick-up location, a

pick-up time, a drop-off location, and a drop-off time.

We partition the main areas in Shanghai into 766 ir-

regular regions based on the DBSCAN algorithm in

Subsection 3.1 and build the related graphs using the

methods in Subsection 4.1.

TaxiSH. The trajectory data is taxi GPS data in

Shanghai from Apr. 1st, 2015 to Apr. 30th, 2015.

There are 10 053 taxis in total. Each taxi generates a

record every ten seconds. A record includes: taxi ID,

taxi condition, time, speed, direction, and location.

The area partition and graph construction methods are

the same with that of MobikeSH.

Baselines. We compare the proposed MGCGRU

model with the following six algorithms for crowd flow

forecasting.

• Historical Average (HA). HA directly uses the

average crowd flow of previous time slots as the predic-

tion. Specifically, the prediction of MobikeSH is based

on aggregated data from the same time in previous

weeks, while the prediction of TaxiSH is based on the

data from the recent time due to the short time range.

• Vector Auto-Regressive (VAR) [14]. VAR is the

multi-variate extension of the auto-regressive model,

which can model the correlation among regions. We

implement the model using the statmodel python pack-

age. The number of lages used is 5.

• Gradient Boosting Regression Trees (GB-RT) [34].

GB-RT is implemented using the sklearn python pack-

age. The optimal parameters are achieved by the grid

search.

• Feed Forward Neural Network (FNN). We build

a 3-layer feed forward neural network with L2 regulari-

zation. The inputs are the previous t timesteps and the

output is the next timestep.

• Long Short-Term Memory (FC-LSTM) [35]. FC-

LSTM is a Recurrent Neural Network with fully con-

nected LSTM hidden units. There are three layers with

some LSTM units. The inputs and output are the same

as those of FNN.

• Diffusion Convolutional Recurrent Neural Net-

work (DCRNN) [16]. DCRNN is a graph-convolution-

based model for traffic forecasting. It uses the road

network for building a non-euclidean region-wise rela-

tionship and models the spatiotemporal dependency by

integrating graph convolution into the GRU.

• Spatiotemporal Multi-Graph Convolution Network

(ST-MGCN) [7]. ST-MGCN is a deep learning model

for ride-hailing demand forecasting. It can capture non-

Euclidean correlations among regions using multi-graph

convolution in the spatial modeling procedure. Further-

more, it augments the recurrent neural network with

a contextual gating mechanism to incorporate global

contextual information in the temporal modeling pro-

cedure.

Implementation. In the experiment, we aggregate

crowd flows data into one-hour windows for MobikeSH

and 30-minute windows for TaxiSH. Then, we randomly

select 10% of the data as the validation data and 20%

as the test data. The rest are used for training.

For all sequence-forecasting methods except ST-

MGCN, the length of inputs data h′ is set to 6. The

length of inputs data of ST-MGCN h′′ is set to 20.

The extra information is added into graph signals as

the inputs of every baseline except HA. HA directly

uses weather information and date information in pre-

diction. Only the time segments that share the same

weather and date information with the target time seg-

ment are used for prediction. The Min-Max normali-

zation method is used to scale the data (including the

extra information) into the range [−1, 1]. In the evalua-

tion, we re-scale the predicted value back to the normal

values and compare them with ground truth data.

The neural network based models are all imple-

mented using TensorFlow and trained via backpropa-

gation and Adam optimization. For FNN, FC-LSTM,

DCRNN, and ST-MGCN, the number of hidden units

is set to 64 for each embed layer by default. Other hy-

perparameters are chosen following the default setting.

Metrics. We evaluate the performance by two met-

rics, namely mean absolute error (MAE) and root mean

square error (RMSE), which are defined as follows:

MAE =
1

|T |

∑

t∈T

∑M

i,j=1 |F̂
(t)
i,j − F

(t)
i,j |

M2
,

RMSE =

√√√√ 1

|T |

∑

t∈T

∑M

i,j=1(F̂
(t)
i,j − F

(t)
i,j )

2

M2
,

where T denotes the set of forecasting time fragments

and F̂
(t)
i,j and F

(t)
i,j denote the predicted and the ground

truth crowd flows, respectively. Both of the two metrics

are widely used in the regression tasks.
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5.2 Performance Comparison

Table 1 shows the comparison of different ap-

proaches for two types of graph signals forecasting on

both datasets. The lowest errors of each method in

different tests are indicated in bold. We observe that

MGCGRU performs the best in all our tests. Com-

pared with the second-best method ST-MGCN, MGC-

GRU decreases the errors by (0.83%, 1.01%, 0.44%,

5.16%) under MAE and (1.64%, 1.94%, 0.39%, 8.21%)

under RMSE on four different tests. Compared with

the DCRNN model, MGCGRU decreases the errors by

(2.06%, 3.16%, 3.44%, 6.85%) under MAE and (3.95%,

5.80%, 2.19%, 12.64%) under RMSE. We can find that

MGCGRU has greater improvement in the tests of “in-

out” graph signals. The values in these two datasets

are much higher than those in the other two. Because

the relevancy between the entire in-out flows and re-

lated regions is larger than that between the compo-

nents of flows and related regions, MGCGRU performs

better for these high crowd flow prediction problems.

Among four tests, ST-MGCN, DCRNN, and MGCGRU

achieve better performance than almost all other met-

rics, which suggests the importance of spatiotemporal

correlations modeling. ST-MGCN and our MGCGRU

model outperform DCRNN, which emphasizes the effec-

tiveness of using multiple graphs. ST-MGCN performs

a little worse than MGCGRU. As the data distribution

changes over time greatly, the attention mechanism in

ST-MGCN may not apply to the highly dynamic en-

vironments well. RNN-based methods, especially FC-

LSTM, perform better than the other baselines in most

cases, indicating that temporal dependency modeling

has a beneficial effect. By contrast, FNN does not con-

sider temporal dependency, resulting in that its per-

formance is unstable and just passable. GBRT, as a

tree-ensemble model, performs well on the MobikeSH

dataset, even better than FC-LSTM. However, GBRT

could hardly deal with the high sparsity of TaxiSH,

therefore the performance of this method is unsatis-

fying with this dataset.

In general, the difference between the prediction re-

sults of the two datasets is not much. As mentioned pre-

viously, the MobikeSH dataset has a longer time dura-

tion range than TaxiSH. Thus the results of MobikeSH

are more credible when we measure the performance of

our methods. Therefore, for clarity, we use MobikeSH

as the default dataset for the following experiments.

5.3 Results on Multi-Step Prediction

To further evaluate the performance of the pro-

posed method, we show the multi-step prediction re-

sults based on MAE and RMSE over the MobikeSH

dataset in Fig.6. The multi-step prediction models, in-

cluding FC-LSTM, DCRNN, andMGCGRU, are all im-

plemented with the Encoder-Decoder architecture. We

set the length of inputs data h′ to 6, and predict the

next six timesteps after the inputs, to train the models.

Besides, we also evaluate the ST-MGCN model. The

length of ST-MGCN inputs data h′′ is set to 20. To fore-

cast a new flow matrix using ST-MGCN for multi-step

ahead prediction, we concatenate the previous predic-

tion result with the original inputs to reconstruct new

inputs and recalculate once per prediction.

As a result, our proposed MGCGRU model out-

performs the other three methods as the step num-

ber (timestep) varies from 1 to 6. FC-LSTM performs

the worst because it only uses the flow data in recent

times and ignores the correlations among urban regions.

Thus, much useful information is wasted. With the in-

crease of step number, the MAE and the RMSE of FC-

LSTM are not always going up. That means FC-LSTM

can hardly model the distribution of flow data when the

step number is big enough. Moreover, we can observe

that the MAE and the RMSE of DCRNN are very close

Table 1. Comparisons with Baselines on 2 Datasets Based on 2 Metrics: RMSE and MAE

Method MobikeSH TaxiSH

Top20 In-Out Top20 In-Out

MAE RMSE MAE RMSE MAE RMSE MAE RMSE
HA 0.543 7 0.937 7 7.440 3 11.387 5 0.084 4 1.395 4 1.611 3 11.545 0
VAR 0.367 3 0.915 6 4.436 8 8.600 9 0.063 7 1.057 1 1.119 1 5.420 5
GBRT 0.326 4 0.835 7 4.467 6 7.119 1 0.060 1 0.927 3 1.534 2 3.763 6
FNN 0.361 0 0.900 3 6.111 3 9.211 7 0.049 5 1.062 6 1.138 7 7.835 3
FC-LSTM 0.326 3 0.865 1 6.109 2 9.219 1 0.048 0 1.049 3 1.107 5 7.057 6
DCRNN 0.315 2 0.838 6 3.648 8 6.044 4 0.046 5 0.825 9 1.084 4 1.919 0
ST-MGCN 0.311 3 0.818 9 3.569 3 5.806 5 0.045 1 0.811 0 1.065 1 1.826 4
MGCGRU 0.308 7 0.805 5 3.533 4 5.693 6 0.044 9 0.807 8 1.010 1 1.6765

Note: For the results, the smaller the better.
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to these of MGCGRU when the timestep is 1. However,

DCRNN is not robust along with the increase of step

number, because it also ignores the influential multiple

spatial dependencies, meaning that DCRNN does not

work well for long-range crowd flow prediction. Fur-

thermore, the performance of ST-MGCN is only second

to that of MGCGRU, as the highly dynamic environ-

ment may influence the effect of attention mechanism.
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Fig.6. Step-wise comparisons on the Mobike test set.

5.4 Effects of Different Related Graphs

To investigate the effect of multiple related graphs,

we only use a single graph for predicting the next six

timesteps after the inputs on the MobikeSH dataset.

These graphs include 1) the region distance graph, 2)

the flow exchange factor graph, and 3) the flow simila-

rity factor graph. The result is shown in Table 2. The

lowest errors of each setting for different timesteps are

indicated in bold. Overall, the results of single-graph

models are similar to each other. Our MGCGRU model

outperforms these single-graph models consistently, in-

dicating the effectiveness of each type of region rela-

tionship. These spatial dependencies help the proposed

method make a more accurate prediction because they

all bring valuable prior knowledge into the model. More

specifically, when the step number is 1, the flow simila-

rity factor seems to be able to present a better result.

One possible reason is that the regions sharing similar

flow patterns provide more knowledge than the other

two kinds of correlations when we predict the flows of

the most recent time. With the step number increasing,

the results of using the region distance graph are better

than the other two, which means the neighborhoods are

more important for long-range crowd flow prediction.

5.5 Result Insights of Representative

Regions

To better understand how the model performs for

different regions, Fig.7 illustrates the prediction results

and the ground truth of two completely different re-

gions from 9:00 a.m. of December 9(th) to 10:00 a.m.

of December 11(th). Overall, the value of ground truths

changes over time following a certain rule but varies

sharply in a short range of time. A good prediction

should fit a certain rule but get rid of the effect of sud-

den changes.

Looking into Fig.7, we have the following observa-

tions. 1) DCRNN, MGCGRU, and MGCGRU perform

better than FC-LSTM. FC-LSTM only makes use of

the temporal dependency of several recent times, which

could hardly model the complex crowd flows like that

in Fig.7. 2) MGCGRU and ST-MGCN generate bet-

ter prediction results than DCRNN on morning peaks

in both Fig.7(a) and Fig.7(b). This is because MGC-

GRU also incorporates the flow features of regions into

Table 2. Effect of Spatial Correlation Modeling on the Mobike Dataset Based on MAE

Timestep Region Distance Flow Exchange Flow Similarity MGCGRU

1 0.291 9 0.292 0 0.291 0 0.2892

2 0.300 6 0.301 6 0.300 9 0.2966

3 0.313 5 0.314 5 0.315 0 0.3081

4 0.319 7 0.321 0 0.321 8 0.3141

5 0.324 9 0.326 5 0.326 8 0.3184

6 0.333 6 0.335 5 0.335 4 0.3261
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Fig.7. Crowd flows of particular regions. (a) Around Xijiao School and Shanghai Nanshan Hospital. (b) Around residential areas
named Zixiang and Lingguang Garden.

the spatial dependency modeling, which enhances this

method for modeling large crowd flows like morning

or evening peaks. From the records of 6:00 a.m. and

10:00 a.m. in Fig.7, MGCGRU always fits the uptrend

of flows on morning peaks more quickly than DCRNN.

3) To analyze crowd flows or rebalance public traffic

resources, we tend to pay more attention to large flows.

As shown in Fig.7, MGCGRU is more likely to make

a better prediction for large flows. For example in the

morning of December 11th, the value of flows increases

suddenly, and MGCGRU still makes a better predic-

tion than the other methods, thereby MGCGRU also

performs well to adapt to the sudden changes of crowd

flows. 4) The complex structure of ST-MGCN may

bring in some instability. We can observe that the

results of MGCGRU are smoother than those of ST-

MGCN in Fig.7(b), which means MGCGRU is more

robust. The smooth prediction results can better re-

flect the patterns of crowd flows, providing a meaning-

ful outcome for urban flow analysis.

5.6 Effect of Region Partition

To evaluate the impacts of the radius of neighbor-

hood epsilon and the minimum number of points re-

quired to form a dense region MinPts, we vary epsilon

from 4 to 12 and MinPts from 20 to 40. The ranges of

the two parameters can be set according to the actual

demands of prediction tasks. In fact, we should not

make the urban regions too small or too large. If the

regions are small, the graph will become too complex,

which will result in high space complexity. In contrast,

the correlations between large regions are usually am-

biguous. Therefore, we choose the suitable epsilon and

MinPts, which conduces to the proper region size.

For presenting the results lucidly, we vary a para-

meter and fix the other one. As shown in Fig.8, we

can find that the results of region partition will affect

the prediction a lot, because the changes on epsilon

or MinPts may lead to a very different partition re-

sult. In our prediction task, when epsilon = 7 and

MinPts = 30, our model achieves the best results.
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5.7 Effect of Model Parameters

To evaluate the impacts of the number of layers l,

we vary l from 1 to 5, fix the rest parameters to their

default values and test the prediction errors of diffe-

rent timesteps in Fig.9(b). Similarly, we vary k from

1 to 5, and show the results in Fig.9(d). We observe

that along with the increase of l and k, the MAE de-

creases, but just a little bit. With the increase of l

and k, the complexity of the model increases sharply,

and the fitting capability of the model is stronger. At

the same time, the risk of over-fitting increases uncon-

sciously, and the model will take a lot more time for

training. From Fig.9(b)and Fig.9(d), we can also find

that the average of MAE decreases more slowly when l

and k are increasing.

To obtain higher efficiency-cost ratios, we fit the

curves of the training time and MAE when l and k

vary. As shown in Fig.9(a) and Fig.9(c), the curves of

two parameters are all convex downward. Hence, the

best l and k can be found between 1 and 5. Because l

and k can only be integers, the possible value of best l

and k must be the points in Fig.9(a) and Fig.9(c) re-

spectively. As a result, the model will have the highest

efficiency-cost ratio when l = 3 and k = 2, because the

points of l = 3 and k = 2 are under the curves of the

training time and MAE, and they are the farthest away

from the curves.

6 Conclusions

In this paper, we first leveraged the density-based

clustering method to segment the city into functional

regions and studied the region-level urban flow predic-

tion problem, in particular for flows in highly dynamic

environments like developing cities. To address the

problem, we proposed a deep learning based method for

predicting different types of crowd flows named Multi-

Graph Convolution Gated Recurrent Units, which can

capture the temporal and multiple spatial dependen-

cies. Specifically, we first captured the multiple spatial

dependencies such as neighborhood information, flow

exchange frequency, and flow similarity adaptively us-

ing our multi-graph convolution operator. Then, we

captured the temporal dependency by applying the

encoder-decoder architecture in our model. Finally,

we evaluated our MGCGRU model on two different

real-world datasets in Shanghai. The experimental re-

sults demonstrated that the proposed MGCGRU out-

performed state-of-the-art methods.
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By exploiting multiple correlations, our method can

mine rich internal modes without complex mechanisms.

As a result, MGCGRU can achieve the best perfor-

mance with relatively lower complexity in highly dy-

namic environments. For future work, we will investi-

gate how to efficiently fuse the various influences in our

model for improvement.
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