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Abstract Emotion plays a crucial role in gratifying users’ needs during their experience of movies and TV series, and may

be underutilized as a framework for exploring video content and analysis. In this paper, we present EmotionMap, a novel

way of presenting emotion for daily users in 2D geography, fusing spatio-temporal information with emotional data. The

interface is composed of novel visualization elements interconnected to facilitate video content exploration, understanding,

and searching. EmotionMap allows understanding of the overall emotion at a glance while also giving a rapid understanding

of the details. Firstly, we develop EmotionDisc which is an effective tool for collecting audiences’ emotion based on emotion

representation models. We collect audience and character emotional data, and then integrate the metaphor of a map to

visualize video content and emotion in a hierarchical structure. EmotionMap combines sketch interaction, providing a

natural approach for users’ active exploration. The novelty and the effectiveness of EmotionMap have been demonstrated

by the user study and experts’ feedback.

Keywords video visualization, emotion analysis, visual analysis, sketch interaction

1 Introduction

While there is much research confirming that emo-

tion plays a crucial role in gratifying users’ needs during

their experience of movies and TV series, there is lit-

tle implementation of analytical systems to allow users

to understand emotional content. The role of emotion

in gratifying users’ needs includes sensation seeking,

self-reflection, vicarious kinds of experience, and mood

management [1]. Depending on the participant and cir-

cumstance, intense and even negative emotion can be

gratifying. Emotion affects and reflects the develop-

ment of movie content and the mood of the audiences.

Additionally, emotion corresponds to the highlights of

movies and can help users quickly grasp the plot and

determine whether to watch the entire content or not.

Another important requirement is that users need to

explore the emotional details of a plot and understand

the emotion trends in movies according to their per-

sonal interests. Other researchers have observed that a

system allowing users to understand emotional content

would be valuable for users [2].

Video visualization interfaces assist users in under-

standing video content and have removed the burden

of understanding videos [3]. How to effectively repre-

sent, analyze and interact with video content is impor-

tant for video analysis. Most visual analytic tools for

video content focus on the analysis of factual content

in videos, such as video surveillance, sports video and

movie content analysis [4–6]. However, these researches

mainly focus on raising the efficiency and the reliabil-
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ity of analyzing video content using the low-level video

features. Less effort has been invested in visualizing

the emotional content of videos at a cognitive level.

In addition, they did not provide a system for users

to explore video content by themselves interactively.

Visualization keeps the user in the loop, and is a com-

plementary technology to address the shortcoming of

automated video analysis.

In this work, we present EmotionMap, an inte-

ractive visual analysis system for expressing video emo-

tional content using a map as a visual metaphor as

shown in Fig.1. Movies usually contain rich emotional

content, thereby we choose movies as the resource to

analyze in this study. First, we develop an annotation

tool based on the circumplex model and Ekman’s basic

emotions [7, 8] that is used to collect users’ assessments

of movies. We also use facial expression recognition

algorithms based on deep learning to get the charac-

ters’ facial expression in movies. Then, we process the

above two kinds of emotional data separately to model

the emotion of videos. We map the data to 2D space

and visualize video emotional data through a map. In-

tegrating natural sketch interaction in the map, we pro-

vide an interactive system for video emotional content

analysis. In order to evaluate the novelty and the ef-

fectiveness of EmotionMap, we conduct our evaluation

from the qualitative and quantitative point of views.

The experimental results show that our system per-

forms well in video content analysis especially for the

character and emotion analysis.

In particular, the paper makes the following contri-

butions.

• Emotional Content Extraction and Modeling. We

collect the subjective and the objective emotion data

of several movies through users’ assessments and au-

tomatic recognition algorithms. Then we model the

emotional content of these movies based on emotion

representation models.

• Using the Metaphor of a Map for Video Content

Analysis. We create a novel form for video analysis by

means of a map. It provides an efficient way for explor-

ing video content, especially emotion. In particular it

allows the understanding of the overall emotions at a

glance while also giving a rapid understanding of the

details.

• Interactive System with Multi-Views and Natural

Sketches. We integrate natural sketch interaction in

our system and construct an interactive visual analysis

system with views that are interconnected, mainly in-

cluding a map view, a character view, a video view, and

a timeline view.

This paper is structured as follows. Section 2 re-

views the relevant work in the field of video visuali-

zation, emotion analysis, and map-like visualization.

(a)

(d)

 

(b)

(c)

Fig.1. Overview of EmotionMap with four embedded views. (a) Map view, the main view that visualizes movie content using a map
as a metaphor. (b) Video view, for video playback. (c) Character view, showing the emotion of selected characters. (d) Timeline view,
showing the emotional data in linear time.
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Section 3 introduces our design goals and visualization

tasks. Section 4 introduces the process of collecting and

modeling video emotional content. Section 5 describes

the way to generate the map for video content analysis.

Section 6 presents the interactive system for video ana-

lysis, which is integrated with sketch interaction and

multi-view exploration. Section 7 verifies our system

through expert interviews and a user study. Section 8

summarizes our conclusions, the limitations of our sys-

tem, and future work.

2 Related Work

2.1 Video Content Visualization

Research work in video content visualization differs

according to the application as well as the means of ex-

pression. Some use individual video frames to analyze

video events [9, 10] while others use abstract visualiza-

tions to analyze contents [11, 12]. Some work integrates

computer vision techniques and maps low-level vision

features to more advanced semantics. These types of

work mostly focus on applying visualization techniques

to real-world scenarios such as surveillance videos, or

sports videos used to assist people to browse and ana-

lyze videos effectively [4–6].

Another kind of research work commonly seen is vi-

sual analysis interfaces made for users to explore video

content. Due to the development of storytelling in

the field of visualization, some work analyzes video

content in particular for movies through storytelling

methods [15–17]. The recent work StoryCurves [16] pro-

posed a visualization technique for communicating non-

linear narratives. The authors [16] constructed a “sto-

rycurve” from a sequence of events in narrative order

and chronological order. In addition, Kurzhals et al. [17]

proposed a system for visual analysis of film content in-

cluding characters and scenes. Pan et al. [18] proposed

an interactive video analytics tool for analyzing the con-

tents of role-event videos.

Most of the current work we observe uses timelines

as well as storyboard representation to support effective

summarization of video content. However, there are

also lots of more complex relations, such as character re-

lations and event relations contained in videos. In some

situations these relations need to be expressed more ef-

fectively. Moreover, in many cases emotion plays an im-

portant role in video visualization, and it may not effec-

tively be captured by timelines or storyboards. Thus,

we propose EmotionMap, an interactive system that

visualizes video content especially for emotion using a

metaphor map.

2.2 Emotion Visualization and Analysis

The semantic meaning of a given video clip is am-

biguous, as the content of an individual clip can be per-

ceived in many different ways. There are two different

basic levels of content perception, a cognitive level and

a perceived (or affective) level [19]. Understanding the

emotional content is an important dimension for video

analysis.

With the development of affective computing, re-

lated work about video emotion analysis continues to

increase. Wang and Ji divided video affective content

analysis into two approaches: direct and implicit [20].

Most of the direct approaches are concentrated in using

computer vision methods to analyze emotional features.

They extracted a range of features from video frames

and learned the features related to emotion [21, 22].

Considering the multi-modal content in videos, many

studies also created multi-modal analysis frameworks

for video emotion analysis [23, 24]. However, these stu-

dies mainly focused on the low-level features to analyze

and express video emotion. Less effort has been de-

voted to visualization of video emotion. Zhao et al. [25]

presented video affective content in the form of a sum-

mary by learning audio-visual features. Lan et al. [26]

created video summarization from an emotional per-

spective. However, their work has no detailed ana-

lysis of emotional content combined with events and

characters. They added emotion expression as a part

of a video summary, without visual analysis on emo-

tion. There are also some studies which can be applied

to interactive systems in order to communicate emo-

tions. Seemo is a novel embedding framework, which

allows mapping of human emotions into vector space

representations [27]. Huang et al. [28] designed a novel

location-based mobile social app, improving people’s

awareness and regulations of their emotions.

Current work related to video emotional analysis

mostly focuses on feature learning, including the fea-

tures from images, audio, or texts. There is little work

that focuses on the visual analysis of video emotional

content.

2.3 Map-Like Visualization

The sense of space is an important component of hu-

man cognition. There are some visual analytics studies

that use a map as a metaphor to present data. Many
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studies use maps to represent non-spatial information,

especially for network data and user events in social

media [29–32]. Some researchers focus on using maps

to express hierarchical data, such as file systems and

library catalogues [33, 34]. Other work is devoted to gen-

erating more natural, realistic maps to carry the map

metaphor further [35–37]. Additionally, map-like visua-

lization is also used to visualize large volumes of data

and dynamic data. For example, cartography was used

to express the vast amount of world knowledge encoded

within Wikipedia and created thematic maps of almost

any kind of data [38]. Mashima et al. [39] explored a way

to visualize large-scale dynamic relational data with the

help of a geographic map metaphor.

While these studies are good at presenting different

kinds of data through map-like visual metaphors, they

focus less on video content visualization. Inspired by

the work in the field of multimedia [40], which presented

video content by taking advantage of the metaphor

map, we propose EmotionMap, visualizing video emo-

tional content by means of a map as a metaphor. We

develop an interactive system combined with natural

sketch interaction and other interface elements to ex-

plore video emotional content.

3 Design Goals

The overarching goal of our work is to develop a

novel visualization technique to allow users to explore,

understand, and search movie content through the an-

gle of emotion. In order to design such techniques, we

put forward the following design goals.

G1: let users understand the relation between

events, scenes and roles and the corresponding audi-

ence and character emotions. There are many types of

information in movies. In addition to the visual and au-

dio information that we are familiar with, movies also

contain information such as the key events in the plot,

the characters, and the emotion. This information is

interrelated and together conveys the central idea (and

content) of the film. For example, the whole movie

can be divided into different key events, and each event

has a centralized theme participated by different movie

characters, all occurring in many different scenes. Emo-

tion plays a key role in conveying the content of a movie

so that grasping the emotion information will make it

easier for users to understand the relationships of the

other kinds of information in the film.

G2: show the proportion and magnitude of emo-

tions. The same audiences will feel different emotion

when they watch different movies. Comedy movies con-

vey positive emotion, while horror movies can be fright-

ening and scary. The emotion experienced by the audi-

ence can reflect the type and the quality of the movie.

If we can visually see the emotional information of the

audience by means of its composition and emotional

intensity for a given movie, we might be able to more

easily explore, choose, and analyze clips we want to

watch.

G3: present the emotional change in time. The

change of emotion often corresponds to the develop-

ment of the movie plot. For example, in the climax of

the movie, the audience’s emotion is relatively intense.

Understanding the emotional changes over time in the

film helps to understand the development of the story.

G4: help users retrieve movie content with emo-

tional information (data), and play it rapidly. A movie

usually contains one and a half hours to two hours.

When rewatching a movie again after a while, it is dif-

ficult for us to quickly find the corresponding segment

based on our own impressions. Perhaps we forget the

specific content in that segment of the movie, but we

remember the emotions experienced at that time. With

the help of emotional information, we may quickly find

the clips we want and immediately view them.

G5: allow users to compare the overall emotional

content of different films. There are lots of movies on

the market at present and we often feel troubled to

choose the movies we like. If we can quickly under-

stand the emotional tends and intensity of movies, we

can choose the movie we want to watch without view-

ing spoilers. Thus we can get the expected emotional

experience we desire. Based on these design goals, we

propose several visualization tasks in Table 1 to satisfy

these requirements. These goals and tasks are kept in

mind for the creation of EmotionMap.

4 Data Collection and Emotion Modeling

One step in video emotional content visualization is

to decide how to collect emotion. In this study, we use

several movies as sources and collect two types of data

to represent the emotion of movies. We use them as

the subjective and the objective data. The subjective

data is the assessments from 100 trained participants

while the objective data is the facial expression recog-

nition results based on a state-of-the-art deep learning

method. Subjective emotion can directly reflect au-

diences’ emotion when watching movies, and it well

shows the emotion that the film director wants to con-
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Table 1. Visualization Task

Task Visualization Task Corresponding Goal

VT1 To present temporal proportion and change of emotional data G2, G3

VT2 To find the relation between temporal emotion data and video content G3

VT3 To show the relations among events, emotion, roles and scenes G1

VT4 To enable rapid video browsing guided by emotional information G4

VT5 To give users information about the upcoming plot G3

VT6 To display data through different views and multiple scales supporting user interaction G1, G4

VT7 To identify the movie type and the overall emotion at a glance G2, G3, G5

vey through the movie. Objective emotion is the emo-

tion shown by the actor during the performance. With

the help of objective emotion, users can explore the re-

lationship between the characters. Subjective and ob-

jective emotion can sometimes be not consistent. For

example, when a villain is happy about his/her suc-

cess, the subjective emotion could be disgusted. The

reason why the emotional data is collected manually is

that there is no effective technology to accurately col-

lect people’s subjective emotions, and visualization re-

quires high-qualified data. It is believed that the future

development of technology will make this process more

convenient. We will introduce the process of collecting

and modeling emotional data in this section.

4.1 Emotion Expression and User Emotional

Assessment

Emotion is different from factual information in that

it is difficult to measure accurately. Emotion can be ex-

pressed in a discrete way as well as continuous represen-

tation based on different emotion representation mod-

els. The categorical and the dimensional approaches

are the most commonly models for emotion analysis in

psychology [41]. Users’ assessments are usually used to

represent the emotional information of videos in psy-

chological experiments. Movies are commonly used as

resources in these experiments. We select several films

and divide them into key events, and then use these as

our experimental resources. We develop a tool for col-

lection of user assessments, EmotionDisc. EmotionDisk

is based on the circumplex model and Ekman’s six pan-

cultural basic emotions [7, 8] and it is efficient for collect-

ing the audience’s emotional information. The proto-

type of our tool is the circumplex model in Fig.2.

The emotional content of a given video clip can

be defined as the intensity and the type of emo-

tion expected to arise while the user is watching the

clip [21]. Arousal can be defined as the intensity of

emotion while valence is the type of emotion. In

the EmotionDisc shown in Fig.3, valence is extend-

Arousal

High

Negative

Disgust

Excited

Happy

Pleased

Relax

SleepyTired

Bored

Sad

2 Negative-High Arousal 1 Positive-High Arousal

Positive Valence

4 Positive-Low Arousal3 Negative-Low Arousal

Low

Tensed Surprised

Fear

Angry

Neutral

Fig.2. Emotional model of continuous space which includes discrete emotion words.
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2 Negative-High
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Arousal

4 Positive-
Low Arousal

3 Negative-
Low Arousal

Surprise TensedFear

Angry

Disgusted

Sad

Bored

TiredSleepy

Relax

Pleased

Funny

Excited

Fig.3. Interface of EmotionDisc.

ing from “pleasant/positive” to “unpleasant/negative”,

while arousal is ranging on a continuous scale from “en-

ergized/excited” to “calm/peaceful”. We map emotion

types on the EmotionDisc for users to choose. Users can

drag the pointer to choose the emotion while they are

watching the movie. And they can control the intensity

of selected emotions by adjusting pointer radius. The

curves below record the values of arousal and valence

corresponding to the selected emotion on the disc next

to the video. When users finish watching the movie,

the data collection process is completed. The tool has

been approved by the experts in psychology and some

improvements have been made based on the advice of

experts. Combining the circumplex model and six basic

emotions, we select 14 emotion words including neutral

emotion and map them to the dimensional space sup-

ported by the arousal and the valence in Fig.3. We use

the warm colors to indicate positive emotions while the

cold colors indicate negative emotions.

We recruit 100 participants to record the emotion of

videos. They are trained about 5 minutes to familiarize

the operation and emotion types on the EmotionDisc,

and a test video is arranged for them to practice before

the experiment. During the experiment, participants

are asked to select the emotion type based on their

feelings while they are watching the video. Since the

emotions on the EmotionDisc correspond to the dimen-

sional emotion space, we can get both the arousal and

the valence data at the same time. When in use, Emo-

tionDisc allows researchers to collect the emotional type

the users record, as well as the corresponding valence

and arousal data. The effectiveness of EmotionDisc is

that we can get two types of emotion data at the same

time without the participants having a professional un-

derstanding of emotional space. As participants have

different levels of familiarity and preference about the

movie, in order to balance these two parts and ensure

the overall quality of data, we require each participate

to score their familiarity and preference of the video clip

before experiments. We make the following assump-

tions before data processing.

1) The more familiar participants know about the

video, the more accurate the emotional assessment is

made.

2) If participants prefer the video content, there may

exist a certain personal tendency to make the assess-

ment.

We use F and P to represent the familiarity and

preference score for each participate respectively. And

C stands for the emotion type that participants chose.

The method we use to calculate the emotion type from

the 100 participants is the following:

Ei =

100
∑

n=1

((

F

P

)

n

× Cne

)

, Cne =

{

1, if e = i,

0, otherwise,

Ts = argmax
i

Ei.

The contribution score of the n-th participant can
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be expressed as (F/P )n × Cne, n ∈ [1, 100]. Cne means

the n-th participant chooses the emotion e. And e, i de-

note the emotions in [surprised, excited, happy, pleased,

relax, neutral, tired, bored, sleepy, sad, disgust, fear,

angry, tensed]. (F/P )n is the weight of the n-th partic-

ipant. Ei represents the count of each emotion by sec-

ond from 100 participants and Ts means the selected

emotion type for the s-th second. Finally, we get a

stable emotional category list for each video clip that

changes over time. For the arousal and the valence

data, we visualize both in the 2D space and use the

Polynomial Regression algorithm to fit the curve. We

set the Dof (degree of freedom) as 2. Finally, we get

the VA (Valence & Arousal) curve and corresponding

emotion type over time. Together the data gives a more

comprehensive view of the emotional content.

4.2 Facial Expression Recognition

Facial expressions can provide valuable clues to the

emotions a character in a movie is experiencing. We use

the following methods to obtain character facial expres-

sion data.

• Deep learning methods to accumulate all charac-

ter facial expression data.

• Deep learning facial recognition methods to assign

the facial recognition data to each movie character.

For the facial expression emotional classification, we

use the model developed by Arriaga et al. [42] The model

classifies the six pancultural basic emotions proposed

by Ekman. The model has accurately classified 66%

facial character expressions in the 2013 Kaggle Facial

Expression Recognition Challenge (the winning entry

achieving the accuracy of 71%).

In the next step we assign emotional data to each

of the characters in the film by using the state-of-the-

art face recognition built with the deep learning dlib

library 1○. The algorithms have an accuracy of 99.38%

on the Labeled Faces in the Wild [43] benchmark.

While subsequent research has incrementally sur-

passed these accuracy benchmarks in facial expression

and facial recognition, we find the accuracy sufficient,

and the data collected to be valuable for users in ex-

ploring movie content. Furthermore, given the increas-

ing accuracy of emotion recognition algorithms, in fu-

ture implementations of similar systems, the value of

the emotional data collected by automated methods is

likely to increase.

5 Visual Design

In order to express a story clearly, we need to con-

sider four aspects: where, when, who, and what. In the

context of movies, we need to tell an audience what has

happened, where it happened, when it happened, and

who was involved. It is difficult for time linear visuali-

zation to show these four aspects at the same time. In

this section we discuss how the user goals discussed in

Section 3 can be aided by an emotion map.

We will show the details of the movie content in our

map. The goal of storytelling in visualization tends to

integrate complex information in an intuitive form [15].

The cartographic map metaphor has been in use for a

while because it is a very intuitive way to represent the

information. Many examples have been demonstrated

to use this metaphor [31, 44]. A metaphor map is a visual

expression which imitates the map of non-spatial in-

formation (semantic information) (VT3). A metaphor

map takes advantage of the potential human experience

to promote the expression and the excavation of data in

the form of spatial objects. In addition, map-like visua-

lization saves space and gives an intuitive view of the

proportion and the size of the elements (VT1, VT7).

In this work, we propose to visualize movie content

using a metaphor map. We expand our EmotionMap

based on the gosper map [35], combining with multi-

scale semantic zooming and interactive operations, to

analyze movie content with emotion (VT6). A gosper

map is generated according to fractal rules, is stable

and can maintain a certain shape when the content of

the movie changes.

5.1 Map Generation

As shown in Fig.4, we give an example of how to

build our movie metaphor map according to David’s

work [37]. Firstly, as shown in Fig.4(a), we divide a

movie into a hierarchical structure. We can explore

movie content easily by this structure. The movie is di-

vided into many events and each event contains at least

one kind of audiences’ emotion. Each parent emotion

node is composed of leaf nodes that each has the same

emotion as the parent, and each leaf node represents

one second in the movie. The leaf nodes with the same

parent are arranged in chronological order as shown in

Fig.4(b). This hierarchical structure lets nodes aggre-

gate according to the priority of events, emotions and

time, and to some extent retains the order of time (VT1,

VT2). At the same time, emotional clustering allows us

1○https://pypi.org/project/face-recognition/, May 2020.
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to see more clearly the main emotions in an event. Sec-

ondly, as shown in Fig.4(b), we generate a Gosper curve

in space. The Gosper curve is composed of 2D space-

filling curves, which are often used to generate fractals,

and hexagons are positioned along the Gosper curve

by the order of leaf nodes so that the map is formed.

Details about how a Gosper curve generates the map

are illustrated in [37]. Thirdly, we map the nodes in

Fig.4(a) to hexagons and construct a metaphor map of

the movie. Thereby the movie is divided into seconds

and each second is corresponded to a hexagon in the

map. The map size of a movie depends on its duration,

and it means that a bigger area in the map represents

a clip of the movie which has a longer time.

1 2 3

Happy Relax

1 s 2 s 5 s 9 s 12 s 6 s 8 s

1     2     3     4     5     6     7     8     9     10    11   12

Happy HappyRelax

n

    

Movie

Event

Emotion

Time

1
2

3

45

6

7

8

1 2

3

45

6

7

8

Order of Leaf Nodes

(b)

(a)

Fig.4. Process for constructing the movie metaphor map in our
work. (a) How to convert original emotion data sequence of a
movie to hierarchical structures. (b) How to arrange data on the
Gosper curve.

As the hexagonal layout is ordered, the video con-

tent is represented on the map by events, emotion and

time. The method of generating maps from 2D space-

filling curves also ensures that the hexagon with the

same emotion, mood and adjacent time is adjacent in

space. Utilizing this characteristics of the Gosper curve,

we can divide a movie into different events by dividing

the map. Then we fill the hexagons with different col-

ors according to the valence and the arousal data of

the leaf nodes. When users understand the meaning

of the valence, the arousal and colors, they can easily

identify the emotional information in a movie (VT1).

In addition, based on the above structure, the nodes

which are adjacent in time but have different emotion

may not be adjacent in space, which reflects that the

sudden change of emotions corresponds to the change

of spatial locations (VT5).

5.2 Color

An ideal mapping would allow an audience to un-

derstand without constant reference to the color leg-

end. In Western color symbolism, yellow is commonly

associated with positive “happier” feelings and blue

with more negative “sadder” feelings, as reflected in

many popular emotional color scale 2○ [45]. A challenge

to map colors to the valence using yellow and blue

is that the two colors as displayed in common colors

such as HSB or RGB have lightness values perceived

to the human eye that vary widely. This conflicts with

the “darker is more” bias noted by researchers in data

visualization color mapping, and the effect may mislead

observers [46]. We use a color scale CIELAB that is cal-

culated to match the perception of the human eye. For

mapping the arousal in an intuitive way, as shown in

Fig.5, we decide to use CIELAB’s lightness scale from

low arousal events as white and high arousal events as

dark, as first, the perceived lightness can be applied

independently of the valence or hue, and second, high

arousal events in the context movies can be emphasized,

and on a light background the high arousal events can

be seen as fitting the “darker is more” perceptual bias.

Valence

A
ro

u
sa

l

-1

5

5-5

Fig.5. Color mapping used for understanding the valence and
the arousal of films, aimed to be intuitively understandable.

2○http://atlasofemotions.org, Mar. 2020.
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As shown in Fig.6, we find that using this color sys-

tem was able to provide a strong basis for users to un-

derstand the overall emotions in films at a glance. Fur-

thermore, the colors are useful for more detailed ana-

lysis (VT7). In Fig.7, maps from three films are com-

pared. From the left are the consistently high valence

and varied levels of arousal in Tais-Toi!, and next the

predominantly low valence and high arousal of Titanic,

followed by the varied valence and arousal of CJ7.

(b)(a) (c)

Fig.6. Three maps of different films. (a) Tais-Toi!. (b) Titanic.
(c) CJ7.

5.3 Visualizing a Movie onto a Map for Ana-

lysis

In this subsection, we will introduce how we map a

movie into a metaphor map and analyze the content of

movies with emotion by taking the movie Titanic for

example. Maps are generated based on the algorithm

described in Subsection 5.1, and their shapes are related

to the video’s duration based on a Gosper curve that

represents time order to a certain extent. As shown in

Fig.7, we visualize the movie Titanic in three kinds of

map views. They help users to explore video content

and emotions in different perspectives.

The event map in Fig.7(a) divides the movie Titanic

into events and uses different colors to distinguish them

by our method. Events are colored based on the method

in Subsection 5.2, and the values of arousal and valence

are the average of the whole event. The size of each

event represents their duration in the movie. The map

is made up by many hexagons that we have introduced

in Subsection 5.1 and each point on the map represents

the moment of one second length in movies. Accord-

ing to the attribute of a Gosper curve which has been

illustrated in [8], the hexagons inside an event are first

arranged in terms of similar emotion, and then inside

the regions with similar emotion, the hexagons that are

adjacent in time order are together. Therefore each

event block in a map is composed by a group of adja-

cent hexagons in time order. In order to let users better

grasp the chronological order, events are organized in

series through a red story line. Users can explore the

narration of the movie by this story line. The position

(b)

(a)

(c)

Fig.7. Event map views. There are two ways for exploring video
content through event view. (a) The first level that divides a
video into events. (b) Detailed level showing valence and arousal
in each event. (c) Maps showing the type and intensity of emotion
distribution.
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of each event point is determined by the closest leaf

node occurring chronologically halfway in the corre-

sponding event. Users can explore video content based

on the story line and they can choose any event points

on a map to browse the corresponding video clips in

our system. For a more detailed point of view, we pro-

vide the function of semantics zooming like in real maps

where we can see the provinces on the macro level and

we can see the cities in each province by zooming on the

map. Similarly, by zooming the map in Fig.7(a), the

map will show the emotional values (valence, arousal)

or categories in Figs.7(b) and 7(c) according to users’

personal preferences (VT6).

In the view of Fig.7(b), we color the map accord-

ing to the arousal and the valence results collected in

Subsection 4.1. Each hexagon has been colored by their

arousal and valence values and a legend is provided next

to each map. The map seen in Fig.7(b) expresses the

arousal and the valence over time. By observing the

distribution of emotions on maps, we can know what

happened and the emotional similarity of different parts

of the movie.

Visualizing emotions on a map can help users find

the highlights of video and analyze the story easily. For

instance, in Fig.7(b) we can see that the movie Titanic

contains predominantly sad emotions, and can easily

identify it as a tragedy (VT7). In detail, the emotion

tends to be positive before the event called Hit Iceberg.

The incident happened in this event and the emotion

after the incident had a negative turn. We can specu-

late that the mood of people is mostly negative while

watching the movies after the incident Hit Iceberg. We

can also observe that there is lower arousal before the

event Hit Iceberg and it becomes higher after the event

by the change in the brightness of color. We can infer

that the intensity of audiences’ emotion is much higher

because the Titanic is going to sink (VT4). We can

see that the higher arousal of the movie is concentrated

in two events (VT5). One is that Jack and Rose hug

at the stern while another is the shipwreck event. The

arousal of these two events is high but the valence of

them is positive and negative respectively.

To see the emotional categories in more detail, in

the view of Fig.7(c), each event is divided by a few

color pieces that represent different emotion categories

according to the data collected in Subsection 4.1. The

colors of different blocks are defined by the emotion

results. The bright colors represent positive emotion

types and the cold colors stand for the negative emotion

relatively. The shade of color represents the intensity

of emotions.

5.4 Character Emotions and Metric

Visualization

Character facial expressions can provide valuable

emotional information about the plot, and be useful for

users to explore and retrieve content (VT4). As shown

in Fig.8, we plot the categorized character emotions

on a scatter plot with the probability of the emotions

over time, showing a wide change in character emotions

(VT1).
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Fig.8. Overview of the frequency of where characters appear
in a film as well as the probability and the frequency of their
emotions.

Since character emotion may be useful for retrieving

content, we allow the interaction for filtering the emo-

tions. Given that users may need additional visual cues

for finding clips, as shown in Fig.9, the faces are plotted

on the dots in the scatter plot, so that the visual clues

to the content are not lost.

Fig.9. When analyzing Titanic, a user can easily find the scene
of Rose’s attempting to suicide by filtering and examining the
most dense cluster of sad expressions.
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Besides emotional information, additional character

information may be valuable to users. With the results

of the face detection and recognition data, we build a

social network for all the characters in the movie. As

shown in Fig.10, each person is a node in the network,

where two characters are connected if they spoke in

the same event. Then we initialize the social network

based on the interaction between the characters and use

the Pagerank [47] algorithm to calculate the centrality

of each node in the network. The algorithm takes the

importance of the character in the network into consid-

eration and outputs measurements for the nodes con-

nected to the important central node. Fig.10 shows the

character network and the centrality of each character

of the movie Titanic. The size of the portrait represents

the centrality of each character while the thickness of

the connection between two characters represents the

intimacy.

Character
Centrality

0.209 4

0.168 0

0.149 6

0.096 1

0.089 3

0.074 4

0.064 1

0.064 1

0.056 1

0.028 8

Fig.10. Character network, a social network constructed for the
characters of Titanic based on the character centrality.

After the calculation of centrality, we put these char-

acters on the map according to their appearance time

in each event. And the size of each character’s icon

on the map represents the importance of the charac-

ter. Moreover, we design characters’ line on the map

for exploring the participation of each character in the

story. The position of characters in different events is

determined by their occurrence time.

6 Interactive System for Video Analysis

As Kosara and Mackinlay stated: “visualization

techniques address the exploration and analysis of data

more than presenting data” [48], we aim at proposing an

interactive system to explore video content including

emotion in a natural and efficient way. Natural sketch

interaction and multi-view browsing methods are inte-

grated into our system for video analysis.

6.1 Multi-View for Emotion Analysis

As shown in Fig.1, there are four views in our sys-

tem. Fig.1(a) is the main view that shows the video

content using a map metaphor. The view in Fig.1(b)

is a video player. The view in Fig.1(c) is for charac-

ters’ emotion analysis based on the facial expression

recognition results. Users can select the character on

the map, and then the emotion of the character in the

whole movie is displayed. The emotion of characters

can be compared in Fig.1(c) for analysis. The view in

Fig.1(d) at the bottom is the emotion curve including

valence and arousal values that change over time. The

curves are divided by events and show the emotional

value and intensity over time according to valence and

arousal values. The curve view in Fig.1(d) corresponds

to the map view in Fig.1(a). We also mark out the

scenes of several periods. With the view in Fig.1(d),

users are free to explore video content from a spatial or

temporal perspective in our system.

The views of the system are interrelated and inter-

connected to support multiple scales and views for video

analysis (VT6). The operation on the curve in Fig.1(d)

will be reflected on the map in Fig.1(a). Users can se-

lect an event on the curve which will be highlighted

on the map. When users play the video in Fig.1(b)

or slide over the curve in Fig.1(d), the hexagon of the

corresponding time (second) on the map will be high-

lighted to indicate the current playback progress and

location. Similarly, clicking on the hexagon on the map

in Fig.1(a) or the curve in Fig.1(d) will play the video

in Fig.1(b) of the corresponding event or time (VT4).

6.2 Sketch Interaction

We integrate sketch interaction for a more natu-

ral interaction in our system. We have designed some

sketch gestures for different operations that allow users

to browse, navigate and query movie content. For ex-

ample, users can see the events that two characters par-

ticipated together by drawing a line to connect them.

Through natural sketch gestures, users can interact

with the stories in a movie more easily and perform

more effective visual analysis.

7 Evaluation

7.1 Experts Interviews

We invited three professional practitioners of video

creation and video editing (P1, P2, P3). P1 works as
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a video editor for post production editing of TV pro-

grams. P2 is a director that has created many video ads

and movies. P3 is a developer in film processing who

has seven years experience in video effects production.

All practitioners have at least four years experience in

video editing and film production. During the inter-

views, we introduced EmotionMap and they all used

our system for free exploration to get a detailed under-

standing of all functions embedded in EmotionMap.

All participants agreed that the method of using a

metaphor map to analyze video content is very novel.

They also felt that it is natural to use sketch for the

interaction on the map.

Two participants commented particularly on the

usefulness of our work in video understanding and

film production. P1: “I think spatial representations

are good because it is easier to see relations”. P2:

“The map-based video expression method provides an

overview for video directors. It helps directors consider

how to combine the plot content of the story besides

chronological order, such as the importance of charac-

ters and emotions.”

As for the role of emotion in video analysis, they all

think that emotion plays an important role. “Whether

it is for video creators or video viewers, emotion makes

a difference in analyzing video content”, P3 stressed.

P1 mentioned “People are more likely to focus on the

blocks that are darker in color or larger on the map.

EmotionMap represents the valence and arousal data in

an efficient way for emotion concentration”. P2 noted

“The color in EmotionMap that includes valence and

arousal data is good-looking as well as hierarchical.”

As a film and television practitioner, P2 stressed “video

with great content can mobilize the mood of audience,

and according to emotional feedback we can also in turn

evaluate and modify the content of the video we cre-

ate”. All of the participants agreed with the application

value of emotional analysis. P1 emphasized the impor-

tant role of emotion analysis in advertising and movie

trailer production. P3 hoped to analyze potential user

emotions with visualization technology in the future.

7.2 User Study

In consideration that EmotionMap is a novel rep-

resentation of video content and emotion, we created a

user study that evaluates the effectiveness of the system

and the user experience.

We listed all functions of the system, from which we

selected 11 tasks as shown in Table 2. Fourteen volun-

teers from different study backgrounds were involved in

our system experience task. First we spent about 5–10

minutes introducing EmotionMap and the operations of

our system. Then we gave 11 tasks (T1-T11) to them in

order, thereby they needed to complete the operations

according to the task description. After they completed

each task, they needed to answer two questions (TQ1-

TQ2) in Table 3 according to the content of the task

and usage experience. These tasks allow participants to

experience all the functions of our system. Finally, they

needed to complete a simple questionnaire that contains

three questions (Q1-Q3) in Table 4 about subjective

feedback after completing all the tasks. The question-

naire requires them to evaluate the whole system and

provide their feedback. Each question has five options,

including two positive options, one neutral option, and

two negative options. We organized the results from all

the participants and visualized the evaluation results in

Fig.11.

Table 2. Task for Usage Experience

No. Description

T1 Please play the video clip of the third event called Met

T2 Please check out the events which Carl was involved in

T3 Please check out the Carl’s emotion in the Sink incident

T4 Please check out the emotion of Rose and Jack and ob-
serve the relation

T5 Please find out the events that Ruth and Jack were in-
volved in together

T6 Please open the valence map and see the emotion distri-
bution of events

T7 Please open the arousal map and see the emotion inten-
sity of events

T8 Please have a look at the emotion of Rose in the 10th
event

T9 Please check the emotion line view and find which event
has the highest arousal value

T10 Please check the line view to find which event is the most
negative

T11 Please check the line view to count the number of scenes
and find the relation between different kinds of emotion

Table 3. Questions for Each Task

No. Description

TQ1 Do you think it is helpful when you find the answer
through our system in this task

TQ2 How do you feel when you use our system to finish this
task

Table 4. Subjective Questions in the Questionnaire

No. Description

Q1 Would you like to use our system to explore movies that
you are interested in?

Q2 Do you think it is effective to use our system to explore
emotion in movie?

Q3 Do you think it helps to understand movie content such
as characters and events with our system?
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Fig.11. Result of the post-task questionnaire. (a) Help to find answer? (b) How do you feel over the process? (c) Post questionnaire.

The results of each participant’s experience during

the task are shown in Fig.11(b). Most of the partici-

pants think our system is user-friendly and convenient

for video content analysis. We conclude the results of

the questionnaire.

• EmotionMap has gained all participants’ approval

(“helpful” or “extremely helpful” to find the answer) for

eight out of 11 tasks. The three remaining tasks that

received partial approval are tasks T8, T9, and T11.

• According to the results of the participants’ expe-

rience in completing the tasks, for every task, at least

64% (nine of 14 at least) of participants think Emotion-

Map is user-friendly.

• About 85% (12 of 14) of participants would like

to use our system to explore video content in their life.

• All the participants (100%) of this task agree that

EmotionMap is effective for exploring emotional video

content.

• More than 90% (13 of 14) of participants think

EmotionMap is helpful to analyze video content such as

events, characters, and the relationship between char-

acters.

Overall, the above results show that EmotionMap is

an efficient, intuitive and user-friendly system for users

to explore video content including emotions.

8 Conclusions

In this paper, we proposed EmotionMap, an efficient

system for video content analysis. In order to collect the

emotional assessments of audiences, we developed Emo-

tionDisc, an efficient tool for video emotion collection.

We built a system that allows users to query, navigate

and explore the content of videos. EmotionMap is novel

and it provides an efficient way for video content explo-

ration, understanding, and searching. Combined with a

novel use of a map, it also provides an advantage in ex-

ploring aspects of video content. We visualized several

movies through our system and evaluated the validity

and readability of metaphor map for video analysis.

We collected the feedback from all participants and

their suggestions for our system. Some participants felt

that it would take time to become familiar with our sys-

tem. Some people thought the interaction with emotion

on a map was not sufficient and additionally we need

to try other types of videos. Future improvements to

the system will focus more on user-centric analytics. In

our future work, we will take the users’ psychological

signals into account for emotion visualization and ana-

lysis, such as pulse and EGG.We will collect more kinds

of videos and generate additional maps for comparison.

We plan to incorporate multi-modal information con-
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tained in videos into automatic algorithms to assist in

the analysis of video emotional content. Video visuali-

zation is a burgeoning field of study and we are develop-

ing new ways of interaction as well as emotion analysis

for further exploration of video content.
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