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Abstract Maintaining software once implemented on the end-user side is laborious and, over its lifetime, is most often

considerably more expensive than the initial software development. The prediction of software maintainability has emerged

as an important research topic to address industry expectations for reducing costs, in particular, maintenance costs. Re-

searchers and practitioners have been working on proposing and identifying a variety of techniques ranging from statistical

to machine learning (ML) for better prediction of software maintainability. This review has been carried out to analyze

the empirical evidence on the accuracy of software product maintainability prediction (SPMP) using ML techniques. This

paper analyzes and discusses the findings of 77 selected studies published from 2000 to 2018 according to the following cri-

teria: maintainability prediction techniques, validation methods, accuracy criteria, overall accuracy of ML techniques, and

the techniques offering the best performance. The review process followed the well-known systematic review process. The

results show that ML techniques are frequently used in predicting maintainability. In particular, artificial neural network

(ANN), support vector machine/regression (SVM/R), regression & decision trees (DT), and fuzzy & neuro fuzzy (FNF)

techniques are more accurate in terms of PRED and MMRE. The N-fold and leave-one-out cross-validation methods, and

the MMRE and PRED accuracy criteria are frequently used in empirical studies. In general, ML techniques outperformed

non-machine learning techniques, e.g., regression analysis (RA) techniques, while FNF outperformed SVM/R, DT, and ANN

in most experiments. However, while many techniques were reported superior, no specific one can be identified as the best.
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1 Introduction

Software maintenance activities begin, in general,

after the first release is delivered to the end-user. The

aim is to keep the software operational while it under-

goes the changes that occur during its lifetime. Main-

tenance activities consume the major part of software

lifecycle costs [1]. Research initiatives in software en-

gineering have sought to reduce this cost by providing

software that is easily modifiable. Maintainability, de-

fined as the ease with which software can be modified 1○,

is one of the most important quality characteristics that

software engineering should address 2○. Therefore, as

stated by SWEBOK, specifying, reviewing, and con-

trolling maintainability during software development is

important in order to reduce this cost and improve

maintainability [2].

However, maintainability is often overlooked dur-

ing development, and mostly considered only at the

later phase of the software lifecycle; this is not use-

ful for controlling the quality of the software. Predict-

ing software maintainability in an earlier phase, such

Survey
∗Corresponding Author
1○IEEE Std. 610.12-1990, IEEE Standard Glossary of Software Engineering Terminology, 1990.
2○ISO. Systems and Software engineering — Systems and Software Quality Requirements and Evaluation — System and Software

Quality Models. ISO/IEC 25010, 2010.
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as the design phase, has been the focus of attention

for researchers and practitioners in an effort to improve

software quality and reduce future maintenance costs.

In 2009, of many software product maintainability pre-

diction (SPMP) techniques proposed in the literature,

none was proved to be superior in all cases [3–5]. Few

studies were supported with accuracy criteria and the

choice among SPMP techniques was not obvious. There

is a general agreement on the need to design SPMP

techniques that are more reliable and robust. This has

motivated researchers to investigate new techniques for

more accurate prediction of software maintainability.

A number of reviews have been conducted on this

topic [3–13]. A secondary study was conducted in [14]

and found that most of these reviews provide only a

general overview or a roadmap of the studies with-

out conducting an in-depth investigation of the aspects

studied. Some of these reviews extracted the data

for each primary study, such as [3, 4, 7], while others

provided only a summary without a detailed analysis.

Moreover, each review dealt with some (not all) but

different aspects related to SPMP, such as measures,

models/techniques, factors or attributes, maintainabil-

ity definition, and accuracy criteria used. Based on

the results of these reviews, maintainability prediction

models/techniques, as well as maintainability key pre-

dictor measures/factors were the most studied aspects.

Identified techniques fell into two categories: statistical

learning and machine learning (ML). Statistical tech-

niques, especially regression analysis [3–5], have been fre-

quently used in empirical studies. The shift towards

using ML techniques is gaining increasing attention as

they offer algorithms that have the ability to enhance

performance automatically through experience [15], and

they facilitate the expression of the relationships be-

tween the maintainability of the software and its at-

tributes when this relationship is not linear and does

not seem to have any predetermined form [16]. In the

last decade, ML techniques were used to test their abi-

lity to predict maintainability compared with statistical

techniques. This motivated us to review ML techniques

used for SPMP in order to understand how much has

been achieved in this area and to identify related guide-

lines based on our findings.

Table 1 summarizes related work in terms of pur-

pose, the type of reviews (systematic literature review

(SLR), systematic mapping study (SMS), survey, re-

view, roadmap, etc.), the period of collection of studies

included in the reviews, the number of studies and the

research questions (RQs) addressed. As can be seen in

Table 1, all studies share the same topic, the maintain-

ability of the software, but with different purposes. The

period of collection varies among the studies as well as

the number of primary studies. Only four studies have

conducted a rigorous review process (three SLRs and

one SMS) and addressed some research questions. The

purpose of the two SLRs in [3, 4] is the same as in our

work, but they differ in terms of the research questions

addressed, to the exception of RQ2 that is in com-

mon with this study; however the response provided

in [3,4] is limited to a table that groups the data about

techniques, accuracy measures and their corresponding

values, cross-validation, and techniques reported to be

superior, without providing any analysis. Moreover,

these SLRs do not report the overall accuracy of ML

techniques, the accuracy comparison of ML versus ML

techniques, and the accuracy comparison of ML with

statistical techniques.

To sum up, the key different objectives between

prior reviews on maintainability prediction and our

work are as follows.

1) We provide a classification of SPMP studies with

respect to:

a) techniques (ML and statistical techniques) used,

identifying the most commonly used ones, and provid-

ing trends in SPMP techniques,

b) frequently used cross validation methods, and

c) frequently used accuracy criteria.

2) Our work analyzes evidence regarding:

a) the overall prediction accuracy of SPMP ML

techniques in terms of commonly-used accuracy criteria

and their corresponding values, and

b) the prediction accuracy of SPMP ML techniques

compared with that of statistical techniques and pre-

diction accuracy comparison among different ML tech-

niques to identify the set of techniques reported to be

high-performance.

3) This study is the most comprehensive, up to date,

covering 77 empirical studies published between 2000

and 2018.

To understand and facilitate the use of ML tech-

niques in SPMP, this study analyzes and discusses the

following research questions (RQs).

1) What are the most frequently-used SPMP tech-

niques? (RQ1)

2) Which validation methods have been used for

SPMP techniques? (RQ2)

3) What accuracy criteria have been used for SPMP

techniques? (RQ3)

4) What is the overall accuracy of SPMP ML tech-

niques? (RQ4)
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Table 1. Summary of Related Work

Reference Purpose Type of Period of Number of Research Questions (RQ) Addressed
Review Collection Studies

[3] To present a systematic re-
view of software maintain-
ability prediction and met-
rics

SLR 1985–2008 15 RQ1: evidence for maintainability techniques, RQ2:
techniques, RQ2(a): accuracy measures, RQ2(b):
numeric values, RQ2(c): cross validation, RQ2(d):
technique reported superior, RQ3: factors and met-
rics, RQ3(a): stage, RQ3(b): type of predictors, and
RQ(4): how maintainability is understood

[4] To present a systematic
review of maintainability
prediction of relational
database relational database
driven applications

SLR 1985–2010 7 RQ1: evidence for maintainability techniques for
RDBAs, RQ2: techniques for RDBAs, RQ2(a): ac-
curacy measures and numeric values for RDBAs,
RQ2(b): cross validation, RQ2(c): technique re-
ported superior, RQ3: factors and metrics for RD-
BAs, RQ3(a): successful predictors, RQ3(b): stage,
RQ3(c): type of predictors, and RQ4: how main-
tainability is understood in the context of RDBAs

[5] To provide a survey of
object-oriented software
maintainability measure-
ment in the past decade

Survey 2003–2012 36 No research questions provided

[7] To provide a systematic re-
view of coupling metrics
for aspect-oriented program-
ming in maintainability stu-
dies

SLR Not provided 12 RQ1: external attributes used to indicate maintain-
ability in aspect oriented (AO) programming, RQ2:
coupling metrics for maintainability, RQ3: AO ab-
stractions and mechanisms covered in the design of
the used coupling metrics, and RQ4: do AO cou-
pling metrics meet well-established theoretical vali-
dation criteria

[8] To present a systematic
mapping study on aspect-
oriented software mainte-
nance metrics

SMS 1992–2011 138 RQ1: metrics adopted to assess software maintain-
ability on aspect-oriented (AO) programming, RQ2:
metrics adopted to assess software maintainability
on object-oriented (OO) programming, and RQ3:
metrics that address OO maintainability and can
be adapted to address AO maintainability

[9] To present a survey of
key factors affecting software
maintainability

Survey Not provided Not provided No research questions provided

[10] To present a review of
maintainability techniques
for software development
approaches

Survey Not provided Not provided No research questions provided

[11] To provide a roadmap of
software system maintain-
ability models

Roadmap 1970–2012 33 No research questions provided

[12] To provide a review on ap-
praisal techniques for web-
based maintainability

Survey Not provided 13 No research questions provided

[6] To provide a review analysis
of maintainability models for
an object oriented system

Survey 1993–2011 23 No research questions provided

[13] To present a review of main-
tainability quantification of
object-oriented design: a re-
visit

Review Not provided Not provided No research questions provided

5) Are there SPMP techniques reported to be supe-

rior in the literature? (RQ5)

The rest of the paper is structured as follows. Sec-

tion 2 presents the methodology pursued throughout

this study. Section 3 summarizes and discusses the find-

ings of this study, including an overview of the selected

studies and responses to RQ1–RQ5. Section 4 discusses

threats to validity of the study. Section 5 summarizes

the principal findings with implications for research and

practice.

2 Methodology

This study reviews the use of ML techniques for

predicting software product maintainability based on

the review process suggested by Kitchenham and

Charters [17] for conducting SLR. Fig.1 shows the re-
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Fig.1. Systematic review process.

view process comprising the following six parts: 1) re-

search questions, 2) search strategy, 3) study selection,

4) quality assessment, 5) data extraction, and 6) data

synthesis. The detailed description of these steps will

be explained in the following subsections.

2.1 Research Questions

To understand and facilitate the use of ML tech-

niques in SPMP, this study analyzes and discusses five

research questions (RQs) which are listed in Table 2,

along with our main motivation for including them in

the systematic review.

2.2 Search Strategy

The strategy used for searching primary studies to

answer the research questions includes three steps. The

first step is to define a search string. This search

string was then applied to a set of selected electronic

databases to extract all the relevant studies in the sec-

ond step. The search process was divided into two

stages to ensure that no relevant study had been left

out in the third step. These three steps are described

in detail below.

2.2.1 Search Terms

The search terms were derived using the following

sub-steps [16]:

• identifying the main terms from the review ques-

tions listed above;

• identifying all alternative spellings and synonyms

for main term;

• using the Boolean operator OR to join synony-

mous terms, in order to retrieve any record containing

either (or all) of the terms;

• use the Boolean operator AND to concatenate the

main terms, in order to retrieve any record containing

all the terms.

The search string is formulated using the major

terms and their corresponding alternative terms as fol-

lows.

• Set1 includes major term {maintainability}, and

Table 2. Research Questions and Motivations

ID Research Question Motivation

RQ1 What are the most frequently used SPMP
techniques?

To identify:
- most frequently used SPMP techniques (ML and statistical)
- trends in SPMP techniques

RQ2 What are the most used validation meth-
ods for SPMP techniques?

To identify validation methods used (LOOCV, K-FCV, etc.)

RQ3 What are the most frequently used accu-
racy criteria for SPMP techniques?

To identify accuracy criteria used to evaluate the techniques (MMRE, MaxMRE,
Pred, etc.)

RQ4 What is the overall accuracy of SPMP ML
techniques?

To analyze:
- accuracy context of SPMP ML techniques (accuracy values of Pred and

MMRE criteria in general and for historical datasets)
- accuracy of SPMP ML techniques
- accuracy of SPMP ML techniques for UIMS and QUES historical datasets

RQ5 Are there SPMP techniques reported to be
superior in the literature?

To provide:
- overview of SPMP comparative studies (ML and statistical)
- accuracy comparison among different ML techniques
- accuracy comparison of ML with statistical techniques
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the alternative terms {analyzability OR modifiability

OR testability OR stability OR compliance}. These

terms are included since they were used in previous

SLRs [3, 4] and are considered as sub characteristics of

maintainability in ISO 9126 Standards on software pro-

duct quality.

• Set2 includes major term {empirical*} and alter-

native terms {evaluation* OR validation* OR experi-

ment* OR control experiment OR case study OR sur-

vey}. We focus on empirical studies to discover how

rigorously they performed and provided empirical vali-

dation of their findings, rather than concentrate on the

technique used.

• Set3 includes major term {software product} and

alternative terms {software OR application OR system

OR software engineering) AND (predict* OR evaluat*

OR assess* OR estimat* OR measur*}.

• Set4 includes {method* OR technique* OR

model* OR tool* OR approach*}.

2.2.2 Literature Resources

To answer our research questions, nine electronic

databases were chosen to perform an automated search

using the search terms. The databases used were chosen

because they were used by previous SLRs in software

engineering [3, 4, 7, 16].

The following electronic databases were used for

searching the primary studies: IEEE Xplore 3○, Sci-

ence Direct 4○, Springer Link 5○, Ebsco 6○, ACM Digi-

tal Library 7○, Google Scholar 8○, Scopus 9○, Jstore 10○,

DBLP 11○.

To obtain up-to-date results, the searches were lim-

ited to primary studies published between 2000 and

2018. They were conducted separately in all databases

based on title, abstract, and keywords except in Google

scholar where the search was restricted to study titles.

2.3 Search Process

To identify the primary studies and to ensure the

quality of the search, a two-stage search process was

adopted.

• Initial Search Process. In the initial process, the

candidate primary studies were identified by searching

the nine electronic databases using the search string

constructed by combining Set1 to Set4 using “AND”.

The retrieved studies were grouped together to form a

set of candidate studies.

• Second Search Process. In this second process, the

reference list of candidate studies that met the inclu-

sion and exclusion criteria (defined in Subsection 2.3)

was scanned based on the title to identify additional

primary studies related to SPMP. This stage ensured

that the search covered the maximum number of stu-

dies related to SPMP.

During the search process, we noticed that the

search string is too long to be used in some electronic

databases. To deal with this electronic databases lim-

itation, we have tailored the search string depending

on the electronic database used by splitting the whole

search string, performing the search and then combin-

ing the results manually.

2.4 Study Selection

In this step, the studies that addressed the research

questions were identified based on their titles, key-

words, and abstracts first, and then the studies were

read by two authors. The studies that met all inclusion

criteria and none of the exclusion criteria were included.

However, studies that met at least one of the exclusion

criteria were excluded.

Inclusion criteria are:

• empirical studies addressing prediction or assess-

ment of software product maintainability and/or its sub

characteristics, and

• empirical studies using SPMP techniques.

Exclusion criteria are:

• studies that discuss the process of software main-

tenance,

• studies that concentrate on software maintainabil-

ity generally and do not present a technique to predict

the software maintainability,

• studies published before 2000,

3○https://ieeexplore.ieee.org, Apr. 2020.
4○https://www.sciencedirect.com, Apr. 2020.
5○https://link.springer.com, Apr. 2020.
6○https://www.ebsco.com/, Apr. 2020.
7○https://dl.acm.org, Apr. 2020.
8○https://scholar.google.ca/, Apr. 2020.
9○https://www.scopus.com/, Apr. 2020.
10○https://www.jstor.org, Apr. 2020.
11○https://dblp.org/, Apr. 2020.



1152 J. Comput. Sci. & Technol., Sept. 2020, Vol.35, No.5

• short studies (2–3 pages),

• secondary studies, and

• studies by the same author: if results were the

same in these studies, we used the most recent; other-

wise we used all of these studies.

The decision to include or exclude a study was done

by two researchers: if both evaluated a study as “In-

clude” or “Exclude”, the study was considered to be

relevant or not, respectively. In all the other situations,

the study was labeled as “Uncertain”, which means that

there was a disagreement among the researchers on its

relevance. The results show a high level of agreement

between the two researchers since only eight cases of

disagreement were identified. To deal with disagree-

ment cases, a discussion was held based on the full text

until the two researchers reached an agreement. Of the

eight “Uncertain” studies, six were retained and two

were excluded. The application of the selection crite-

ria to the candidate articles in the initial search stage

resulted in 75 relevant studies. The scanning of the refe-

rence lists of these studies revealed seven more relevant

studies.

2.5 Study Quality Assessment

In the previous step, the selection of studies was

determined by their relevance to the research ques-

tions (RQs). Quality assessment (QA) criteria were

then determined to assess the strength of individual

studies, minimize bias, maximize internal and exter-

nal validity, and guide the interpretation of findings [17].

The QA criteria were selected by considering sugges-

tions given in [16–18], rephrased according to our SLR

needs (which are presented in inclusion and exclusion

criteria) and formed into a checklist (see Table 3).

The questions were ranked “Yes”, “No”, or “Par-

tially”, with associated scores of 1, 0, and 0.5, respec-

tively. The maximum score for all questions is 8 and

the minimum 0. Studies that scored greater than 50%

of the maximum score were considered for the review

as in [16] by Idri et al. and [3] by Riaz et al. The

quality assessment was carried out by two researchers

independently. All disagreements were discussed until

a final consensus was reached. A set of 77 primary stu-

dies was selected and five with a quality score less than

50% (i.e., less than 4) were rejected. The summary of

quality scores for the 77 selected primary studies is pre-

sented in Table 4 (see Table A1 in the Appendix for the

detailed quality scores of each study).

Table 3. Quality Assessment Criteria Checklist

ID Questions

QA1 Are the objectives of the study clearly described and
appropriate?

QA2 Are the SPMP techniques well-presented and defined?

QA3 Is there more than one SPMP technique proposed
and/or evaluated?

QA4 Are the accuracy criteria well-presented and dis-
cussed?

QA5 Are the validation methods well-presented?

QA6 Is the most accurate technique clearly stated?

QA7 Is there any comparative analysis conducted?

QA8 Are the findings of the study clearly stated and pre-
sented?

Table 4. Statistics of Quality Scores of Selected Studies

Quality Level Number of Studies Percent (%)

Very high (6 6 score 6 8) 43 56

High (5 6 score < 6) 8 10

Medium (4 6 score < 5) 26 34

Total 77 100

2.6 Data Extraction and Data Synthesis

A data extraction form was established (see Fig.2)

and filled with the information of each selected primary

study for addressing the research questions. Two inde-

pendent researchers performed the extraction by read-

ing the full text. For any disagreement, a discussion

was held until a consensus was reached between the au-

thors. The extracted data was grouped into an excel

file for data synthesis.

The purpose of data synthesis is to use visualization

techniques (e.g., charts, frequency tables) to accumu-

late and combine facts from the selected primary stu-

dies in order to formulate an answer to a research ques-

tion. Narrative summary including the collection of a

number of studies that state similar and comparable

viewpoints is used to report the principal findings of

the study.

3 Results and Discussion

Fig.3 shows the number of studies obtained at each

stage of the selection process. The search in the nine

electronic databases resulted in 341 candidate studies.

Our inclusion and exclusion criteria were applied and a

set of 75 relevant studies were retained. The scanning

of the reference lists of the relevant studies revealed

seven additional studies. By performing quality assess-

ment criteria to these 82 relevant studies, a set of 77
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Data Extractor

RQ3: What Are the Most Frequently Used Accuracy Criteria for SPMP Techniques?

RQ1: What Are the Most Frequently Used SPMP Techniques?

RQ4: What Is the Overall Accuracy of SPMP Techniques?

RQ5: Are There SPMP Techniques Reported to Be Superior in the Literature?

RQ2: What Are the Most Used Validation Methods for SPMP Techniques?

Data Checker

Study Identifier

Name of Database

Publication Year

Author Name(s)

URL

Article Title

Most Frequently Used SPMP Techniques

Trends in SPMP Techniques

Tools Used for SPMP ML Techniques

Validation Methods Used

Accuracy Criteria Used to Evaluate the Performance of SPMP

Techniques (MMRE, Pred, R, etc.)

Accuracy Context of SPMP ML Techniques

Accuracy of SPMP ML Techniques (Accuracy Values for All SPMP Techniques

and Statistical Analysis of Pred and MMRE for Historical Datasets)

Accuracy of SPMP ML Techniques for UIMS and QUES Historical Datasets

Comparative Studies: An Overview

Accuracy Comparison of Different ML Techniques

Accuracy Comparison of ML Techniques with Statistical Techniques

Selected

Studies

Fig.2. Data extraction form.
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Apply
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Studies
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Fig.3. Study selection process.

primary studies, from journals and conferences, of ac-

ceptable quality were selected (see Fig.3). These are

listed in chronological order in Table A1 in Appendix.

This section presents and discusses the results of the

review with regard to SPMP techniques (RQ1), vali-

dation methods (RQ2), accuracy criteria (RQ3), over-

all accuracy of SPMP ML techniques (RQ4) and the

comparison of SPMP technique accuracy (RQ5). Ta-

ble A2 in Appendix maps the acronyms of techniques to

their extension terms, and Tables A3–A7 in Appendix



1154 J. Comput. Sci. & Technol., Sept. 2020, Vol.35, No.5

summarize these points for each study.

3.1 Overview of Selected Studies

This subsection provides an overview of the 77

selected primary studies with regard to publication

sources, empirical research approaches, and empirical

context, including frequently-used datasets, frequently-

used measures or factors (independent variables) and

frequently-used measures of maintainability (dependent

variable).

Recognized and stable publication sources were used

by considering the computer science conference rank-

ings (CORE) 12○, and the Journal Citation Reports

(JCR) lists. Shortlisted good journals include the Jour-

nal of Systems and Software, Software Quality Jour-

nal, and International Journal of Innovative Comput-

ing, Information, and Control. Examples of reputed

international conferences in software maintainability in-

clude SIGSOFT Software Engineering Notes, Interna-

tional Software Metrics Symposium, and the Interna-

tional Conference on Software Maintenance. The au-

thors believe that selected studies from such journals

and conferences were most appropriate for this review

due to their specialization and relevance to the subject

matter.

Analysis of the content of the selected studies clearly

shows that empirical research approaches to software

product maintainability have evolved over the years.

From 2000 to 2010, researchers focused mainly on

proposing SPMP techniques, such as in [19–21]. From

2010 onwards, empirical studies, such as [22, 23], have

evaluated and/or compared SPMP techniques. From

2012 to 2018 interest was mainly directed towards

the evaluation of SPMP techniques based on previ-

ously completed software projects (called history-based

evaluation), as in [24, 25]. Since many techniques were

proposed and evaluated in that time frame, researchers

and practitioners conducted comparative studies, such

as [26–28], in order to identify the best techniques for

predicting maintainability (Subsection 3.6).

To empirically evaluate SPMP techniques, many

datasets were used, ranging from public datasets pro-

vided by researchers, freely available ones from open

source systems/software, or private ones from large in-

dustrial projects. Many of these datasets were made

available to the software engineering community for

new research studies (i.e., referred to as historical

datasets). In addition, some studies focused on the

feature selection [29, 30] in order to select the relevant

features and provide the best configuration (e.g., [31]

and [32]), or on extraction selection (e.g., [27] and [33]).

Furthermore, it was also observed that Chidamber

and Kemerer (48 studies), Li and Henry (32 studies),

and source code size measures (15 studies) were fre-

quently used factors or measures (as independent vari-

ables). Some traditional measures related to the pro-

cedural paradigm were also used, such as Halstead in

[34,35], and McCabe’s cyclomatic complexity in [19,36].

Some researches, such as [37, 38], considered documen-

tation quality to predict maintainability. Recently,

many studies, such as [39–41] have investigated the ef-

fect of refactoring (i.e., improving the quality of the

code and design of the software while preserving its ex-

ternal behavior) on maintainability.

Ways that maintainability (dependent variable) was

expressed in the selected studies include: maintainabil-

ity as a change measure (i.e., maintenance effort mea-

sured in terms of the number of lines changed per class

during its maintenance history) was frequently used (25

studies), followed by expert opinion using an ordinal

scale (10 studies), and then a maintainability index

(three studies). In addition, some studies expressed

maintainability in terms of the ISO 9126 sub charac-

teristics, i.e., understandability and modifiability, such

as [42].

To summarize, with respect to SPMP problems and

corresponding datasets, we have noticed the followings.

• Most of the selected studies used historical

datasets to predict maintainability in terms of change

in lines of code (LOC) by counting the number of

lines in the code that was changed per class. For in-

stance, User Interface Management System (UIMS) and

Quality Evaluation System (QUES) were the most fre-

quently used historical datasets in predicting maintain-

ability.

• Other studies used open source datasets, such as

JEdit 13○, JUnit 14○, Log4j 15○, and Ivy 16○ and private data,

such as File Letter Monitoring System (FLM), EASY

○12 http://www.core.edu.au/, Apr. 2020.
○13 http://www.jedit.org/, Apr. 2020.
○14 https://junit.org/, Apr. 2020.
○15 https://logging.apache.org/log4j/2.x/, Apr. 2020.
○16 http://ant.apache.org/ivy/index.html, Apr. 2020.
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classes online services collection (Easy), Student Mana-

gement System (SMS), Inventory Management System

(IMS), and Angel Bill Printing (APB) to predict main-

tainability in terms of change in LOC also.

• Some studies predict maintainability of software

using an ordinal scale based on expert opinion. Such

studies generally used datasets from different software

applications. The maintainability of the selected soft-

ware applications was qualified as poor, average, very

good or very high, high, medium, low, or excellent, ave-

rage, bad, etc.

• Few studies predict maintainability in terms of

understandability, modifiability and analyzability lev-

els or time. These studies aim to build UML class dia-

gram and/or sequence diagram maintainability predic-

tion models based on the subject’s rating. To this end,

datasets used are UML class diagrams and/or sequence

diagrams from different software applications.

3.2 SPMP Techniques (RQ1)

This subsection discusses the techniques used to pre-

dict software product maintainability in the 77 selected

primary studies. The identified SPMP techniques are

grouped into two main categories: ML and statistical

techniques.

1) Statistical techniques were classified into regres-

sion analysis (RA), probability density function (PD),

Gaussian mixture model (GMM), discriminant analysis

(DA), weighted functions (WF) and stochastic model

(SM).

2) Machine learning techniques, on the basis of

[18, 43], were classified as artificial neural networks

(ANN), case-based reasoning (CBR), regression and de-

cision trees (DT), Bayesian networks (BN), evolution-

ary algorithm (EA), support vector machine and regres-

sion (SVM/R), fuzzy and neuro fuzzy (FNF), inductive

rule based (IRB), ensemble methods (EM), and cluster-

ing methods (CM).

3.2.1 Most Frequently Used SPMP Techniques

Table 5 presents the selected studies related to each

category. The most frequently used techniques were 57

studies (74%) in ML techniques compared with 37 stu-

dies (48%) in statistical techniques. It should be noted

that if a study included both ML and statistical tech-

niques it was counted in each category.

SPMP Statistical Techniques. Within the categories

for statistical techniques (37 studies) regression ana-

lysis techniques were the most frequently used at 78%

(29 studies) followed by the probability density func-

tion with 8% (three studies). Moreover, as shown in

Table 5. Distribution of Studies per SPMP Techniques

Category Sub-Category Reference % (Number of Studies)

Statistical Regression analysis (RA) [19, 20, 24–26, 28, 30, 32, 34, 44–63] 78% (29)

Probability density function (PD) [40, 64, 65] 8% (3)

Stochastic model (SM) [41, 66] 5% (2)

Discriminant analysis (DA) [42] 3% (1)

Gaussian mixture model (GMM) [35] 3% (1)

Weighted function (WF) [67] 3% (1)

Machine
learning

Artificial neural networks (ANN) [23–27,30–33,44,51,54,56,57,59,61,63,68–
81]

54% (31)

Support vector machine/regression (SVM/R) [24,29,30,32,35,44,56,57,59,61,62,70,74–
76, 81–85]

35% (20)

Regression and decision trees (DT) [24, 25, 30, 32, 35, 44, 45, 51, 56, 57, 60, 61, 63,
70, 74, 75, 86]

30% (17)

Fuzzy and neuro fuzzy (FNF) [21, 23, 24, 27, 36–38, 76, 87–94] 28% (16)

Ensemble methods (EM) [24, 30, 32, 56, 59, 63, 74, 75] 14% (8)

Bayesian networks (BN) [25, 45, 59, 63, 70, 81] 11% (6)

Case-based reasoning (CBR) [24, 32, 63, 70, 95] 9% (5)

Evolutionary algorithms (EA) [39, 56, 57, 72, 81] 9% (5)

Inductive rule based (IRB) [24, 32, 81] 5% (3)

Clustering method (CM) [56, 96] 4% (2)
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Fig.4(a), the multiple linear regression (MLR) tech-

nique in the RA category was the most frequently used

at 30% (14 studies). Zhou and Leung [44] stated that

MLR is “commonly used for modeling the relationship

between two or more independent variables and a de-

pendent variable by fitting a linear equation to observed

data. The main advantages of this technique are its

simplicity and its supportability by many popular sta-

tistical packages”.

Frequently used ML techniques (57 studies) were

artificial neural networks (ANN) with 54% (31studies),

followed by support vector machine and support vector

regression (SVM/R) with 35% (20 studies), regression

& decision trees (DT) with 30% (17 studies), and fuzzy

& neuro fuzzy (FNF) with 28% (16 studies).

The distribution of the most frequently used ML
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Fig.4. Distribution of the most-used sub categories of ML and statistical techniques in (a) RA, (b) CBR, (c) FNF, (d) ANN, (e) BN,
(f) EM, (g) DT, (h) EA, and (i) SVM/R.
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techniques for SPMP with respect to each identified

category is presented in Figs.4(b)–4(i). As can be seen,

the frequently used techniques were:

• MLP and RBF in ANN category (13% and 12%

respectively),

• SVM in SVM/R category (25%),

• DT and RF in DT category (24% and 20% respec-

tively),

• FL in FNF category (37%), bagging in EM cate-

gory (25%),

• BN and NB in BN category (50% and 40% respec-

tively),

• KNN and K* in CBR category (29% respectively),

• GA and GEP in EA category (40% respectively).

Therefore, a subset of nine top ML techniques were

identified (i.e., used in more than three studies): MLP,

RBF, SVM, DT, RF, FL, bagging, BN, and NB.

•MLP’s main advantage is its adaptive nature, non-

linearity, parallel architecture, and fault tolerance [63].

• RBF has shown a “great promise in most sorts of

problems because of its excellent learning capacity” [97].

• SVM aims to minimize empirical error and maxi-

mize geometric margin [74].

• DT can easily extract the “IF-THEN” rule [75].

• RF requires “very little preprocessing of data and

no need to select a variable to start building a model.

RF in itself selects the most useful variables” [63].

• FL offers significant advantages because of “its

ability to naturally represent the human-provided qual-

itative linguistic knowledge with regard to the quality

relationships and apply flexible inference rules” [76].

• Bagging technique “has produced good results

whenever the learning algorithm is unstable” [56].

• NB is simple, easy to use and interpret; it is par-

ticularly appropriate when the dimensionality of the in-

dependent space is high [63] and “can often outperform

other more sophisticated classification methods” [98].

• BN “can be a promising new technique for OO

software maintainability prediction. This is due to

its ability to explicitly represent uncertainty using

probabilities, its ability to incorporate existing human

expert knowledge into empirical data, and its ability

to update the model when new information becomes

available” [45].

3.2.2 Trends in SPMP Techniques

Investigation of the selected studies revealed that

statistical techniques were used mostly between 2000

and 2007. However, these techniques work only when

the relationship between the dependent and the in-

dependent variables is linear or has a predetermined

form [16].

When ML techniques began to emerge, researchers

studied both statistical and ML techniques in order to

test their ability to predict maintainability. For in-

stance,

• Kaur and Kaur [24] reported “classical parametric

statistical data analysis methods may not be adequate.

It is hypothesized that the use of ML algorithms or

pattern recognition approaches that are essentially non-

parametric may lead to better prediction accuracies.”

• Van Koten and Gray [45] reported that ML tech-

niques, e.g., BN achieved significantly a better predic-

tion accuracy than the regression-based models.

• Kumar and Rath [31] studied a subset of ML tech-

niques that were able to approximate the non-linear

function with more precision.

•Malhotra and Chug [72] reported “the relationships

between static software metrics and its maintainability

are very complex and nonlinear, hence conventional sta-

tistical technique based models, which are purely based

on quantity, would not help much to the problem. In-

stead, the use of ML algorithms to establish the rela-

tionship between metrics and maintainability would be

a much better approach as these are based on quantity

as well as quality.”

From 2008 onwards the focus was mainly directed

towards the use of ML techniques, especially compara-

tive studies to accurately identify the best one for pre-

dicting maintainability. Such studies include [24–33,

35,44,45,51,54,56,57,59–63,68,70–81,84–86,91,93,96].

This subset of comparative studies is investigated in

more detail in RQ5.

In recent years, since every single technique has its

advantages and drawbacks, the research trend has been

to take advantage of the techniques used, mitigate their

weaknesses and therefore obtain a more accurate tech-

nique.

New approaches based on using ensemble methods

(i.e., combining different single base techniques based

on some rules) were proposed in [24,30,32,56,59,63,74,

75]. For instance, Elish et al. [56] studied heterogeneous

and homogeneous ensemble methods with different lin-

ear and non-linear combination rules for predicting soft-

ware maintainability. Other studies proposed hybrid

approaches integrating two or more techniques. For

instance, ANN was combined with GA in [79, 80], and

with FLANN, CSA, and PSO in [31]. FL was combined

with ANN in S69 [96].
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To summarize, ANN, RA, SVM/R, DT, and FNF

are the most frequently used techniques for predicting

maintainability in 31, 29, 20, 17, and 16 selected stu-

dies respectively. A set of technique strengths (as per

author opinion) is presented in Table 6. For instance:

• ANN has the ability to model complex non-linear

relationships and is capable of approximating any mea-

surable function.

• SVM/R has the ability to learn classification

and regression tasks with high-dimensional data and

is widely used in many domains.

• DT is simple, easy, and well comprehended.

• FNF can be used without any data or with little

data.

• RA is easy and more dependable especially for

cases involving more than two independent variables,

which helps to build efficient maintainability tech-

niques.

3.2.3 SPMP ML Tools

Seven tools SPMP ML were identified in the se-

lected studies which are Matlab, Waikato Environment

for Knowledge Analysis (Weka), Bayesian Discriminant

Analysis (Bayda), Neuroshell 2, GMDH Shell, Decision

Tree and Regression (DTReg), and CART 5.0. Mat-

lab is the tool used most often (15 studies), followed by

Weka (12 studies).

•Matlab 17○ was developed by MathWorks. This tool

is simple to use and provides many features such as

matrix manipulation, algorithm implementation, and

interface to programs written in other languages. From

the selected studies, we found that this tool was used

often to implement FL as well as SVM and ANN tech-

niques.

• Weka 18○ is a collection of ML algorithms for data

mining tasks and provides tools for data preprocessing,

classification, regression, clustering, association rules,

and visualization.

The reminder tools are used only in one study.

Table 6. Strengths of Frequently Used Techniques for SPMP

SPMP Technique Strength

Artificial neural
network (ANN)

– ANN is used for applications where formal analysis would be difficult or impossible, such as pattern
recognition, nonlinear system identification, and control. The learning function can be applied to
individual weights and biases within a network [22].

– ANN acts as an efficient predictor of dependent and independent variables due to its modeling charac-
teristics, i.e., the ability to model complex functions [80].

– The neural network has self-learning and self-adapting ability, and ANN is robust and can suppress
noise more effectively [75].

Support vector
machine & support

– SVR analyzes data and recognizes patterns, which are used for classification and regression
analysis [29, 59].

vector regression
– SVM is well founded theoretically because it is based on well-developed statistical learning theory [35, 70].

(SVM/R)
– SVMs aim to minimize the empirical error and maximize the geometric margin [56, 74].

– SVM has the ability of learning classification and regression tasks with high-dimensional data and it is
widely used in many domains [75].

– SVM offers more powerful regression capabilities [76].

– SVM is based on a robust estimator [24].

Decision tree (DT) - DT is simple and well understood [75].

– DT can easily extract the “IF-THEN” rule [75].

Fuzzy and neuro fuzzy – FNF can be constructed without data or with little data [21, 89].

(FNF) – FNF can adapt to new environments when data become available [21].

Regression analysis
(RA)

– Computations using regression techniques prove to be easier and more dependable, especially for cases
involving more than two independent variables [55].

– “One of the advantages of regression is that we use continuous scale, so we expect more precise
results” [99].

○17 https://www.mathworks.com/products/matlab.html, Apr. 2020.
○18 https://www.cs.waikato.ac.nz/ml/weka/, Apr. 2020.
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• Neuroshell 2 19○ is a legacy neural network product

targeted towards computer science instructors and stu-

dents.

• Bayda 20○ is a software package developed in the

University of Helsinki and used to construct a special

type of BN called NB.

• DTReg 21○ was developed by Devdigital in 2014

which handles both classification and regression prob-

lems.

• GMDH Shell 22○ is a professional and easy-to-use

open source tool for data mining.

• CART 5.0 23○ is a decision tree tool used to gene-

rate predictive models.

There seem to be few tools for SPMP ML tech-

niques, based on the results we obtained. Only two

tools can be used for different ML techniques, while

other tools implement specific ones. In addition, these

two tools may not give all possible configurations of ML

techniques and cannot deal with the increasing number

of techniques. This lack of configurability and scala-

bility may limit the use of SPMP ML techniques by

practitioners. Thus, using programming languages such

as R and Python is required because of their simplic-

ity, consistency, and accessibility to libraries and frame-

works for ML.

3.3 Validation Methods Used for SPMP

Techniques (RQ2)

To validate the accuracy of SPMP techniques, the

selected studies used a number of cross validation meth-

ods. Once the predictive model is built using the train-

ing set, it needs to be validated to test its effectiveness

to predict new cases. Fig.5 shows the distribution of 32

out of the 77 selected studies that provided the infor-

mation about the cross validation method used.

• N -fold cross validation (i.e., the dataset is divided

into N equal parts where the training dataset contains

(N − 1) parts with the remaining one used for testing)

was the most used method, including:

◦ 10-fold cross validation (10-FCV): 15 studies [31,
32, 35, 45, 51, 52, 56, 57, 59, 61, 63, 69, 70, 74, 80];

◦ 5-fold cross validation (5-FCV): four studies
([30, 31, 80, 93]);

20-FCV
(1%)

InterProject
(1%)

5-FCV
(5%)

CV
(6%)

LOOCV
(8%)

10-FCV
(19%)

Fig.5. Cross validation methods per selected studies.

◦ 20-fold cross validation: one study of [85].

• The Leave-One-Out Cross Validation (LOOCV)

(i.e., the training data is the whole dataset minus one

single observation used as the test data): six studies

([24, 26, 44, 48, 56, 86]).

• One study [63] used inter-project validation (Inter-

Project) (e.g., one dataset used for the model train-

ing and another dataset used for model validation).

This kind of validation methods involve using datasets

of a specific type of software for training and another

dataset of a different type of software for validation.

The purpose is to save resources by using inter project

validation to assess the possibility of using developed

models on different software datasets [63].

• The type of cross validation (CV) method of five

studies ([33, 68, 71, 75, 77]) cannot be identified clearly.

3.4 Accuracy Criteria Used for SPMP
Techniques (RQ3)

For any SPMP technique proposed, maintainability

values predicted using datasets differ from the actual

values in most cases. These two values (predicted and

actual) if not equal may be close enough. To deter-

mine how accurate the proposed SPMP techniques are,

a set of 53 accuracy criteria were used in the 77 selected

studies (see details in Table A3 in Appendix).

○19 http://www.wardsystems.com/neuroshell2.asp, Apr. 2020.
○20 https://www.kdnuggets.com/software/bayesian.html, Apr. 2020.
○21 https://www.dtreg.com/, Apr. 2020.
○22 http://www.gmdhshell.com/, Apr. 2020.
○23 https://www.g6g-softwaredirectory.com/ai/data mining/20053A1SalfordSystsCart5NewEnh.php, Apr. 2020.
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Since there are several ML techniques, different ac-

curacy criteria have been used in empirical validations.

The selection of these criteria may depend on several

factors:

• objectives of ML techniques (regression, classifi-

cation, clustering, or association);

• characteristics of datasets (imbalanced or bal-

anced datasets);

• efficiency of the accuracy criteria used as reported

in the literature.

Fig.6 presents the most frequently used accuracy

criteria with their corresponding frequencies in the se-

lected studies. The commonly used accuracy criteria

are:

• 27% mean magnitude of relative error (MMRE),

• 21% percentage relative error deviation (Pred(p))

criteria (i.e., including Pred(25/30),

• 16% mean absolute error (MAE),

• 14% coefficient of correlation (r, R, R-value),

• 12% root mean square error (RMSE),

• 10% mean absolute relative error (MARE),

• 10% maximum value of magnitude of relative error

(MaxMRE),

• 10% R-square and accuracy,

• 9% recall,

• 6% F -measures, precision and AUC respectively.

In general, studies with statistical techniques com-

monly use accuracy criteria such as R and R-square,

while those with ML techniques commonly use new cri-

teria such as MMRE and Pred. Consequently, we se-

lected these criteria to evaluate the prediction accuracy

of ML techniques and answer RQ4 (see Subsection 3.5

for more details).

MMRE and Pred(m) are based on the MRE crite-

ria.

• MRE is a normalized measure of the discrepancy

between actual values and predicted values, and MMRE

is the mean magnitude of relative error, defined as:

MREi =
|yi − ŷi|

yi
, (1)

MMRE =
1

n

n∑

i=1

|yi − ŷi|

yi
, (2)

where yi is the actual value and ŷi is the predicted value.

Pred(25/30) is the percentage of the predicted value

with MRE less than or equal to 25%/30%.

Pred(m) =
k

n
, (3)

where n is the total number of instances in the dataset,

m is the specified value (25% or 30%), and k is the

number of instances whose MRE is less than or equal

to m.

Statistical Tests. As stated previously, the accuracy

of SPMP techniques is measured in terms of difference

between actual and predicted values. When different

techniques are used to build prediction models, statis-

tical tests are used to verify if differences among the

results of the used techniques are statistically signifi-

cant. Fig.7 provides the list of statistical tests identified

from the selected studies as well as their frequency. As

can be seen, Wilcoxon matched-pair signed-rank test,

Friedman test, statistical hypothesis test, and t-test
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Fig.6. Most frequently used accuracy criteria per selected study.
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Fig.7. Statistical tests per selected study.

were used in four studies (5%) respectively, Shapiro-

Wilk test and f -test were used in two studies (3%) re-

spectively, and the remainder statistical test, such as

Mann-Whitney U test, effect size, ANOVA, Durbin-

Watson test, Nemenyi test, and Kolmogorov-Smirnoff

were used in one study (1%) respectively.

3.5 Overall Accuracy of SPMP ML Techniques

(RQ4)

The selection of criteria for defining an accu-

racy evaluation method for SPMP techniques is very

challenging [16]. The performance of ML techniques in

predicting SPMP can be affected by several factors re-

lated to prediction context [16, 18] such as the size of

dataset, missing value, outlier, evaluation method used,

accuracy criterion, and categorical feature, technique.

Many selected SPMP studies used MMRE and Pred to

determine the accuracy of their prediction techniques.

MMRE was used in 20 of the studies (26%), Pred(25)

was used in 14 of the studies (18%), and Pred(30) was

used in 12 of the studies (16%). Due to the dominance

of these accuracy criteria, we selected them to provide

answers to RQ4.

According to Conte et al., “MMRE has been re-

garded as a versatile assessment criterion and has a

number of advantages, for example it can be used to

make comparisons across datasets and all kinds of pre-

diction model types and is independent of measuring

unit and scale independent” [100]. Port and Korte re-

ported that “Pred is immune to large variances from

outliers in the data (i.e., it is more robust)” [101]. More-

over, for a prediction model to be considered accurate,

either MMRE 6 0.25 and/or either Pred(25) > 75% or

Pred(30) > 70% are/is needed to be achieved [100, 102].

In general, a high value of Pred or a low value of MMRE

indicates better prediction accuracy.

To provide answers to RQ4, the analysis of a sub-

set of 20 (out of 77) selected studies on ML techniques

was conducted, which provided the corresponding nu-

merical values of MMRE and/or Pred criterion for each

evaluation, as detailed in the following subsections (see

Table A4 and Table A5 in Appendix for more details).

It should be noted that one study may involve many

evaluations (referred to as experiments henceforth).

3.5.1 Accuracy Context of SPMP ML Techniques

The accuracy of a prediction technique depends on

several parameters such as 1) the technique, 2) the

dataset, and 3) the accuracy criterion [16, 18]. These

parameters are discussed in this subsection. To analyze

the distribution of MMRE, Pred(25), and Pred(30) of

SPMPML techniques, we drew box plots corresponding

to each of these accuracy criteria using the prediction

accuracy values of the 20 selected primary studies.

As shown in Fig.8, the medians of the accuracy

values of SPMP ML techniques are around 43% for

MMRE, 58% for Pred(25), and 57% for Pred(30). We

recall that, unlike MMRE, a higher value of Pred in-

dicates a better prediction accuracy. It can also be

seen that the distribution of SPMP techniques indi-

cates positive skewness for MMRE since the median is

closer to the lower quartile, and negative skewness for

Pred(25) since its median is closer to the higher quar-

tile. For Pred(30), the SPMPML techniques are nearly

in the center of the boxes, which indicates that they are

symmetrically distributed around the median. More-

over, the lower and the upper quartiles are far from one
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Fig.8. Box plots of (a) MMRE, (b) Pred(25) and (c) Pred(30).

another for MMRE, which suggest that there is a large

variation of its values (196 experiments) compared with

those for Pred(25) and Pred(30) (159 and 155 experi-

ments respectively). This can be explained by different

SPMP evaluation contexts, i.e., different SPMP tech-

niques applied on a variety of datasets.

To further analyze the accuracy of SPMP tech-

niques, Table 7 provides the detailed statistics of

MMRE, Pred(25) and Pred(30) for the historical

datasets in the selected primary studies. We recall that,

unlike MMRE, a higher value of Pred indicates a better

prediction accuracy. As can be seen, the mean of the

prediction accuracy values varies from 27% to 47% for

MMRE, from 41% to 74% for Pred(25) and from 47%

to 65% for Pred(30) for all historical datasets except

UIMS.

3.5.2 Accuracy of SPMP ML Techniques

To gain insight into the SPMP accuracy, box

plots are used to illustrate the distribution of MMRE,

Pred(25) and Pred(30) values per SPMP ML tech-

nique category (Table A5 in Appendix provides the

values extracted from the 20 selected primary studies).

The box plots include only ML techniques having more

than three values of MMRE, and/or Pred(25), and/or

Pred(30). We recall that, unlike MMRE, a higher value

of Pred indicates a better prediction accuracy.

Fig.9(a) presents the box plot of the accuracy of

SPMP ML techniques measured in MMRE. It can

be seen that FNF is more accurate (median MMRE

= 37%), followed by ANN (median MMRE = 40%),

SVM/R (median MMRE = 42%), DT (median MMRE

= 54%). CBR (median MMRE = 63%), and IRB (me-

dian MMRE = 92%). Note that the MMRE outliers for

ANN came from seven studies ([24,44,56,61,71,74,77]).

For SVM/R, the MMRE outliers came from five studies

([24, 44, 56, 61, 74]) and for DT techniques from three

studies ([24, 44, 61]). For CBR and IRB, the MMRE

outliers came from one study ([24]).

Fig.9(b) presents the box plot of the accuracy of

SPMP ML techniques measured in Pred(25). It can be

seen that ANN is more accurate (median Pred(25) =

66%), followed by CBR (median Pred(25) = 56%), IRB

(median Pred(25) = 49%), SVM/R (median Pred(25)

= 47%), FNF (median Pred(25) = 43%) and DT (me-

dian Pred(25) = 41%). Note that the Pred(25) outliers

came from three studies [24, 44, 77] for ANN techniques

and from one study [91] for FNF.

Based on the MMRE criteria (Fig.9(a)), it can

be seen that SPMP techniques are symmetrically dis-
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Table 7. Statistics for MMRE, Pred(25) and Pred(30) for Historical Datasets

Historical MMRE Pred(25) Pred(30)

Dataset
Number of Min Max Mean Median Number of Min Max Mean Median Number of Min Max Mean Median

Values (%) (%) (%) (%) Values (%) (%) (%) (%) Values (%) (%) (%) (%)

UIMS 40 0 323 119 116 27 5 45 25 26 35 5 47 27 23

QUES 42 22 89 47 43 31 24 62 41 39 40 27 66 47 45

JEdit - - - - - 11 42 75 60 59 - - - - -

JUnit - - - - - 11 49 74 60 61 - - - - -

Log4j - - - - - 10 65 77 72 73 - - - - -

Ivy - - - - - 11 48 78 60 62 - - - - -

ABP 4 29 40 35 35 4 66 74 70 70 - - - - -

IMS 4 29 35 32 31 4 63 71 68 70 - - - - -

SMS 4 38 41 40 40 4 69 77 72 70 - - - - -

EASY 4 36 46 40 40 4 63 77 71 72 - - - - -

FLM 4 39 47 42 42 4 69 78 74 74 - - - - -

UIMS-QUES 4 21 41 27 23 4 34 69 59 67 4 40 75 65 72

Note: Since the Pred(30) values for ABP, IMS, SMS, EASY, JEdit, JUnit, Log4j, and FLM datasets were not provided in their
corresponding studies, they are not presented in Table 7. For the same reason, the statistics for MMRE of JEdit, JUnit, and Log4j are
not described in Table 7. Due to the small number of MMRE and Pred(30) values for Ivy, they are not presented in Table 7. Bold
values indicate that this dataset achieves the lowest results.
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tributed around the median for CBR and SVM/R tech-

niques, while the distribution of MMRE for ANN, DT,

FNF, and IRB exhibits positive skewness, since their

medians are closer to the lower quartile. Furthermore,

the MMREs of ANN, SVM/R, and FNF have fewer

variations since they have relatively narrower ranges of

values and shorter boxes, compared with CBR, DT, and

IRB techniques.

Fig.9(b) shows that Pred(25) is nearly in the cen-

ter of the boxes for the FNF and DT techniques. In

other words, the Pred(25) values are symmetrically dis-

tributed around the medians. The ANN, FNF, and

SVM/R boxes are shorter and have narrower ranges

of values, which indicates that their Pred(25) values

have less variation than those of CBR, DT, and IRB.

Also, the distribution of Pred(25) values indicates the

negative skewness for ANN, CBR, IRB, and SVM/R

techniques since the medians are closer to the higher

quartile.

Fig.9(c) shows the box plot of Pred(30) where the

median is 68% for SVM/R, 60% for DT, around 55%

for ANN, 51% for FNF, 40% for CBR and 30% for

IRB. Furthermore, FNF and IRB are systematically

distributed about the median, since the observations

split evenly at the median. Most of the observations

are concentrated on the low end of the scale for CBR,

which indicates positive skewness. Also, the distri-

bution of Pred(30) values indicates negative skewness

for DT, ANN, and SVM/R since their corresponding

medians are closer to the higher quartile. Note that

the Pred(30) outliers for SVM/R came from two stu-

dies, [74] and [56].

To sum up, according to the box plots in Figs.9(a)–

9(c), more accurate ML techniques for SPMP are FNF

and ANN in terms of MMRE, ANN, and CBR in terms

of Pred(25), and SVM/R and DT in terms of Pred(30).

Besides, as a complement to the box plots used to

understand the estimation accuracy of ML techniques,

statistical analysis was used. Outliers were removed

before calculating the statistics. Table 8 presents the

minimum, maximum, mean, and median of MMRE,

Pred(25), and Pred(30) for the SPMP ML techniques.

To facilitate the analysis of the accuracy criteria, only

techniques with more than three values were included

in the analysis. We recall that, unlike MMRE, a higher

value of Pred indicates a better prediction accuracy.

As can be seen in Table 8, ANN, FNF, and SVM/R

techniques have MMRE arithmetic means ranging from

36% to 41%. These techniques are more accurate com-

pared with DT, CBR, and IBR, which have MMRE

arithmetic means ranging from 56% to 79%. For

Pred(25), all techniques had their arithmetic means

ranging from 40% to 63%, while for Pred(30), all ML

SPMP techniques had arithmetic means ranging from

45% to 68% except for IRB with 28%.

ANN was compared with DT and SVM/R since they

were discussed in a large number of experiments (86, 43,

and 32 respectively). Note that:

• ANN outperformed DT and SVM/R in terms of

median Pred(25).

• SVM/R outperformed ANN and DT in terms of

median MMRE and median Pred(30).

FNF was compared with CBR and IRB since they

have approximately the same number of values (13 for

CBR and IRB respectively and 12 for FNF). Note that:

• FNF outperformed CBR and IRB in terms of me-

dian MMRE and median Pred(30).

• CBR outperformed FNF and IRB in terms of me-

dian Pred(25).

Table 9 provides the number of studies that evalu-

ated each SPMP ML technique and the number of eval-

uations (also referred to as “experiments” within some

studies) performed within these studies. It shows that

the number of evaluations was higher than the number

of studies conducted. In addition, a single study ([24])

performed six evaluations for CBR and IRB respec-

tively. The use of various evaluations from the same

study may give biased results in terms of accuracy.

Table 8. Statistics for MMRE, Pred(25), and Pred(30)

ML Technique MMRE Pred(25) Pred(30)

Number of Min Max Mean Median Number of Min Max Mean Median Number of Min Max Mean Median

Values (%) (%) (%) (%) Values (%) (%) (%) (%) Values (%) (%) (%) (%)

ANN 76 0 96 41 38 86 26 79 63 67 55 15 100 51 55

DT 41 10 259 70 53 21 10 70 40 41 43 10 100 56 60

SVM/R 28 0 98 36 33 11 23 73 46 47 32 28 100 68 70

FNF 12 0 81 41 37 7 30 54 41 34 8 35 92 54 51

IRB 5 55 184 79 89 13 5 65 42 49 6 5 45 28 30

CBR 5 27 102 56 56 13 18 72 51 56 6 21 66 45 40
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Table 9. Number of Studies with Number of Evaluations

ANN DT SVM/R FNF CBR IRB

Number of studies 14 8 6 5 2 2

Number of evaluations 86 43 32 12 13 13

In order to avoid this bias, the analysis of SPMPML

technique accuracy was conducted based on the num-

ber of studies instead of the number of evaluations. As

can be seen from Table 9, ANN, DT, SVM/R, and FNF

were the techniques most often used in predicting soft-

ware product maintainability (more than two studies).

Table 8 reveals that:

• for Pred(25): ANN outperformed SVM/R, FNF,

and DT, while

• for MMRE: SVM/R outperformed FNF, ANN,

and DT,

• for Pred(30): SVM/R outperformed DT, ANN,

and FNF.

In summary, our analysis suggests that in general,

ANN, SVM/R, and FNF are more accurate ML tech-

niques for SPMP.

3.5.3 Accuracy of SPMP ML Techniques on UIMS

and QUES Historical Datasets

Two historical datasets, UIMS and QUES were fre-

quently used in empirical studies, and a set of 16 studies

provided the accuracy in terms of MMRE, Pred(25),

and Pred(30) values. The statistical analysis presented

in Table 10 includes SPMP ML techniques having more

than two values. Table 10 shows the followings.

• FNF outperformed ANN and CBR in terms of

median MMRE.

• ANN and CBR outperformed FNF in terms of

median Pred(25).

• FNF outperformed SVM/R and CBR in terms of

median Pred(30).

This finding confirms that ANN and FNF are more

accurate. Most of the studies used the Li and Henry

datasets [103]. Therefore, the analysis of results is ap-

proximately the same as in Subsection 3.5.2. In fact,

these two datasets are about one project, and about

software systems developed using the ADA program-

ming language. As stated by Kaur and Kaur [24], this

can be problematic in terms of generalizing the re-

view results to software systems developed using other

object-oriented programming languages.

3.5.4 Synthesis

A lower MMRE or a higher Pred indicates a more

accurate prediction. On the performance of SPMP

ML techniques measured in MMRE and Pred(25) or

Pred(30) (Subsection 3.5.2):

• ANN and SVM/R are more accurate (around 40%

of median MMRE and 66% of median Pred(25) for

ANN, and around 42% of median MMRE and 68% of

median Pred(30) for SVM/R).

• FNF and DT (decision tree) (around 37% of me-

dian MMRE and 51% of median Pred(30) for FNF,

and around 54% of median MMRE and 60% of median

Pred(30) for DT),

• CBR and IRB (around 63% of median MMRE and

56% of median Pred(25) for CBR, and around 92% of

median MMRE and 49% of median Pred(25) for IRB).

These findings about ANN and SVM/R are highly

consistent with the results reported in [18], but in the

context of software development effort estimation. Wen

et al. [18] found in their SLR that ANN and SVR are

more accurate ML techniques (with median MMRE

around 35% and median Pred(25) around 70%).

However, we should avoid drawing such potentially

misleading conclusions. Different studies may have

evaluated the same ML techniques, but in different

ways and from different aspects. We have reported in

this paragraph some of the strengths and weaknesses

identified in the selected primary studies considering

that they represent their authors’ opinions whereas

Table 10. Descriptive Statistics of Accuracy of ML Techniques on UIMS and QUES Datasets

ML Technique MMRE Pred(25) Pred(30)

Number of Min Max Mean Median Number of Min Max Mean Median Number of Min Max Mean Median

Values (%) (%) (%) (%) Values (%) (%) (%) (%) Values (%) (%) (%) (%)

ANN 35 21 142 58 42 18 13 69 37 37 26 15 75 38 38

DT 16 38 259 104 70 14 10 58 30 30 18 10 65 34 36

FNF 12 0 81 41 37 7 30 54 41 34 8 35 92 54 51

SVM/R 8 35 168 99 88 4 23 39 32 33 8 20 57 39 41

CBR 5 27 102 56 56 6 18 62 41 37 6 21 66 45 40

IRB 5 55 184 97 89 6 5 41 24 25 6 5 45 28 30
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some authors may have a favorable bias towards some

techniques. For instance:

• ANN has the ability to model complex non-linear

relationships and is capable of approximating any mea-

surable function [80]. But, it is highly dependent on

the chosen network architecture [26], and on other is-

sues such as local minimum, improper learning rate and

over-fitting [77].

• SVM/R has the ability to learn classification and

regression tasks with high-dimensional data [75], and

minimizes empirical error and maximizes the geometric

margin [56, 74].

• FNF can be used without any data or with

little data [21, 89] and it is well founded theoretically,

as it is based on well-developed statistical learning

theory [35, 70]. However, the loss of interpretability in

fuzzy modeling is mainly in the process simulation and

control domain [76].

Moreover, most of the studies used the UIMS and

the QUES datasets provided by Li and Henry [103] (Sub-

section 3.5.3) each of which is a small and about one

project. Therefore, the conclusion drawn about ANN

performance should be considered carefully and cannot

be generalized since the favorable context of ANN is

with large datasets [16, 18]. Furthermore, the obtained

results are mainly based on historical datasets of soft-

ware projects, and most of these datasets used are too

obsolete to be representative of recent trends in soft-

ware maintainability. Therefore, further studies are en-

couraged to use case studies, experiments and real-life

evaluations of ML techniques in industry and to take

into account both the availability of the datasets and

how representative they are.

3.6 SPMP Techniques Reported to Be
Superior (RQ5)

As stated before, the performance of ML techniques

in predicting SPMP is empirically context-dependent.

Thus, several factors can affect the prediction results

such as the size of datasets, missing values, outliers,

evaluation methods used, accuracy criteria, categorical

features and the technique itself. In previous published

work, we have conducted the accuracy comparison of

SPMP techniques taking into account some of these

factors [104], i.e., the same datasets, measures, accuracy

criteria, and the same software development paradigm

regardless of the techniques. In this study, the purpose

of the accuracy comparison of ML SPMP techniques

is to deal with only the techniques regardless of other

factors.

3.6.1 Comparative Studies: An Overview

This subsection provides an overview of all identi-

fied comparatives studies (41 out of 77 selected stu-

dies) regarding the number of techniques used within

each study, the most compared techniques and those

reported superior.

A wide variation was noted with regard to the num-

ber of techniques used within each study. For instance,

a single study ([24]) evaluated 25 techniques, two stu-

dies ( [32] and [30]) evaluated 12 and 18 studies, re-

spectively, 13 studies ([25,27,31,44,54,56,57,59,60,63,

70, 76, 81]) evaluated 10 to five techniques, 18 studies

([26,28,29,35,45,51,61,62,68,72,74,75,77–79,84,85,96])

evaluated four to two techniques, and seven studies

([33, 71, 73, 80, 86, 91, 93]) evaluated a single technique.

Regarding the most compared techniques, ANN was

the most commonly used in comparative studies (29

studies), followed by RA (26 studies), DT (24 studies),

SVM/R (22 studies), BN (15 studies), FNF (five stu-

dies), CBR and EA (three studies respectively), IRB

and CM (two studies respectively).

• For ML techniques, BN in the BN category (14

studies), RT in the DT category (11 studies), RBF,

ANN, and MLP were frequently used for the compa-

rison in the ANN category (nine studies for RBF and

ANN, and eight for MLP), SVM and SVR in SVM/R

category (eight studies respectively), ANFIS in the

FNF category (three studies), GEP in the EA cate-

gory (two studies) and KMC in the CM category (two

studies).

• For statistical techniques, MARS, BE, SS, and

MLR were the most frequently used techniques for the

comparison in the RA category (11 studies for MARS

and 10 for BE, SS, and MLR respectively).

With respect to the most accurate techniques, a

subset of 46 techniques were reported to be superior

in 41 primary studies, in a total of 136 experiments.

Note that one study may involve more than one experi-

ment. ANN was reported accurately in 38 experiments,

SVM/R and DT in 29 experiments respectively, RA in

14 experiments, FNF and EA in nine experiments re-

spectively, BN in five experiments, CBR in two experi-

ments, and CM in one experiment.

• The more accurate ML techniques for SPMP were

M5P in the DT category (16 experiments), SVR in the

SVM/R category (nine experiments), MLP and GMDH

in the ANN category (nine and eight experiments re-

spectively), GEP in the EA category (five experiments),

BN in the BN category (four experiments), MFL in the
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FNF category (three experiments), K* in the CBR cate-

gory (two experiments), and XMC in the CM category

(one experiment).

• For statistical techniques, MARS is more accurate

in the RA category (seven experiments).

The following subsections provide accuracy compa-

rison between ML techniques and non-ML techniques

(statistical), and comparison among different ML tech-

niques.

3.6.2 Accuracy Comparison Between ML and

Statistical Techniques

Frequently-used ML techniques such as ANN, DT,

SVR/M, FNF, IRB, and CBR (in more than two experi-

ments) were compared with RA, the most frequently

used statistical technique. The details of the compa-

rison are provided in Table A6 in Appendix, and the

overall results, obtained by counting the number of

experiments in which the ML technique outperforms

(shown by bars above the zero-line) or underperforms

(shown by bars below the zero-line) the RA technique,

are summarized in Fig.10. We adopted the same ana-

lysis as that used by Wen et al. “One model is said

to outperform another in an experiment if the MMRE

value of the first model achieves at least 5% improve-

ment over that of the second model” [18].

Fig.10 shows that, based on the MMRE accuracy

criterion, the majority of the experiments reveal that

ML techniques outperform statistical ones in 58% of

experiments (249 out of 426) while they underperform

them in 42% (177 out of 426).
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Fig.10. Comparison of MMRE between ML techniques and RA
(the bars above the zero line indicate that ML techniques are
more accurate, whereas the bars below the zero line indicate that
RA is more accurate).

The results show that ANN outperforms RA in 65%

(110 out of 169 experiments), FNF in 98% (40 out of

41) of experiments, and SVM/R in 81% (22 out of 27

experiments). In addition, RA outperforms DT in 59%

of experiments (48 out of 81) while it underperforms

them in 41% (33 out of 81). It is difficult to determine

whether CBR and IRB are more accurate than RA be-

cause even if the number of experiments reporting CBR

outperformed RA is higher and the number of experi-

ments reporting RA outperformed IRB is also higher,

the results come from a single study ([24]). Hence, this

finding limits the possibility of generalizing the compa-

rison results.

According to the above results, it can be concluded

that in general ML techniques outperformed statistical

ones. However, the number of studies included in the

comparison was only 27 out of 77, a potential threat to

the reliability of these findings.

3.6.3 Accuracy Comparison Among ML Techniques

We adopted the same analysis as used in the com-

parisons between ML and non-ML techniques. Fig.11

presents the results of comparison based on MMRE val-

ues, together with the corresponding number of sup-

porting experiments. Included techniques are those

used in more than two experiments. Details are pre-

sented in Table A7 in Appendix.
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The main results of this comparison (see Fig.11)
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are summarized as follows. FNF outperformed ANN

in most experiments. FNF outperformed SVM/R, DT,

IRB, and BN in all experiments. However, the finding

for FNF vs SVM/R is inconsistent with that found in

Subsection 3.5.2 where SVM/R performed better than

FNF (see Table 8 in Subsection 3.5.2). This inconsis-

tency may be explained by a lack of studies compar-

ing FNF with SVM/R techniques, and all experiments

demonstrating the superiority of FNF over SVM/R

came from the FNF studies, thereby it is possible that

some have a bias towards FNF. The results also show

that the IRB technique did not outperform any of the

ML techniques. Furthermore, comparisons among diffe-

rent ML techniques are rare; hence it is difficult to de-

termine which may be more accurate.

The results of the comparison show that no tech-

nique was definitively better than another. This is

related to the experimental context of the studies.

In this context, a study was conducted in order to

compare some techniques reported to be superior and

which have the same experimental context, i.e., the

same datasets, measures, accuracy criteria, and the

same software development paradigm as in [104], i.e.,

the same independent variables (Chidamber and Ke-

merer, and Li and Henry metrics), the same dependent

variable (change), the same accuracy criteria (MMRE,

Pred(25), Pred(30)), and the same software develop-

ment paradigm (object-oriented). From this compa-

rison, we found that MFL, K*, and KNN techniques

achieved better accuracy prediction compared with the

other techniques for the QUES dataset, while BN and

ELM techniques were more accurate compared with

other techniques on the UIMS dataset. The results

show that technique performance is effectively context-

dependent, which means the best technique should

be chosen for that particular context [105]. Moreover,

Briand et al. [106] stated “software engineering datasets

suffer from problems of heteroscedasticity, missing val-

ues, lack of precision of data collection process, different

scales of predictor variables and unknown probability

distributions of predictor variables”. Therefore, fur-

ther studies are needed to find the most accurate tech-

nique for predicting maintainability of a software pro-

duct. Moreover, when comparing different techniques,

we may need to consider the real problem that the tech-

nique applies to and also the data that the technique

can leverage.

4 Threats to Validity

There are several threats to the validity of our

study for software maintainability prediction tech-

niques, based on [16, 107]. One potential threat is in-

ternal. The selection was carried out up to 2018 us-

ing different databases to identify the relevant empiri-

cal studies on SPMP techniques. However, the list of

studies selected may not be complete and a suitable

study may have been left out, especially for the 2018

publications which were not available online at the time

of our research study.

External validity is related to the completeness of

the selected data. This bias was avoided by reporting

the data that were clearly stated by the primary stu-

dies and used without making any assumptions. An-

other point concerns the generalization of the results.

For example for techniques reported as superior, each

study used a different experimental setting: the dataset

(dependent and independent variables), the technique

or the algorithm used to build the model and the vali-

dation procedure. The accuracy values were extracted

from selected studies that validated the empirically pro-

posed techniques for software maintainability predic-

tion. Since we refrained from deriving or adjusting any

data or values, the comparison between SPMP tech-

niques was considered impartial.

Construct validity is related to the accuracy criteria

used for the analysis where MMRE and Pred are based

on the magnitude relative error (MRE). The literature

reported some weaknesses of these criteria such as ig-

noring dataset quality [16] and assuming that the pre-

diction model is able to predict the accuracy up to

100% [108]. MMRE has been criticized to be sensitive to

outliers [101]. However, they are commonly used in the

selected studies, which has allowed us to conduct our

analysis and comparison.

5 Conclusions

A systematic review of SPMP ML techniques was

conducted based on a set of 77 selected studies col-

lected from 2000 to 2018. Results of the review were

discussed with regard to SPMP techniques (RQ1), val-

idation methods (RQ2), accuracy criteria (RQ3), the

overall accuracy of SPMP ML techniques (RQ4), and

the comparison of SPMP technique accuracy (RQ5).

The main findings are summarized as follows.

What Are the Most Frequently Used SPMP Tech-

niques? ML techniques are the most frequently used
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techniques followed by statistical methods. Regres-

sion analysis (RA), especially multiple linear regression

(MLR) was the most frequently used statistical tech-

nique. The most commonly used ML techniques in

SPMP were ANN, SVM/R, DT, and FNF. Also, few

hybrid techniques were proposed in the selected stu-

dies, while ensemble techniques were even less used.

For the tools support for SPMP techniques, we found

that Matlab and Weka were the most frequently used

tools for ML techniques.

What Are the Validation Methods Most Used for

SPMP Techniques? The N -fold and leave-one-out

cross-validation methods were used to validate SPMP

techniques. Inter-project validation was recently used

as a validation method to assess the possibility of using

developed models on different software datasets.

What Are the Most Frequently Used Accuracy Crite-

ria for SPMP Techniques? Many criteria were applied

to assess the accuracy of maintainability prediction.

The results indicated that MMRE, Pred (including

Pred(25), Pred(30), and Pred(75)), MAE, R, RMSE,

MARE, MaxMRE, R-square, Recall, F -measures, Pre-

cision, and AUC were the most commonly used. In ad-

dition, MMRE, Pred(25), and Pred(30) were the top 3

used in SPMP empirical studies. Besides, many statis-

tical tests were used in order to verify the differences in

accuracies of SPMP techniques, and the most used ones

are Wilcoxon matched-pair signed-rank test, Friedman

test, statistical hypothesis test, and t-test.

What Is the Overall Accuracy of SPMP ML Tech-

niques? The overall prediction accuracy was analyzed

based on the prediction accuracy values of MMRE,

Pred(25) and Pred(30).

• Based on historical datasets, ML techniques

achieve acceptable results, with the mean MMRE rang-

ing from 27% to 47%, the mean Pred(25) ranging from

41% to 74%, and the mean Pred(30) ranging from 47%

to 65% (except UIMS).

• The statistical analysis of ML techniques for all

datasets suggests that ANN, SVM/R, and FNF are

more accurate.

• The statistical analysis of ML techniques, using

the most frequently used datasets (UIMS and QUES),

suggests that FNF and ANN are more accurate.

Are There SPMP Techniques Reported to Be Su-

perior in the Literature? Up to 53% of the selected

empirical studies were comparatives studies, with the

most compared techniques being ANN, RA, DT, and

SVM/R.

• RA techniques (such as MARS, BE, and SS), ANN

techniques (such as MLR, RBF, ANN, and MLP), DT

(such as RT), and SVM/R (such as SVM and SVR)

were the most often used in comparative studies.

• Accurate SPMP techniques were ANN, SVM/R,

DT, and RA (in particular, MLP and GMDH were re-

ported to be superior in the ANN category, SVR in the

SVM/R category, M5P in the DT category, and MARS

in the RA category).

• Accuracy comparison of ML with statistical tech-

niques showed that in general the former outperformed

the latter in terms of the RA technique.

• Accuracy comparison among different ML tech-

niques showed that FNF outperformed SVM/R, DT,

IRB, and BN in all experiments while outperforming

ANN in most experiments.

In addition to these above findings, the following

research gaps were identified.

• Despite the large number of SPMP studies, we

were unable to identify the best techniques or guide-

lines to build the most accurate. Indeed, all SPMP

techniques are prone to errors as they depend to some

degree on the experimental context. No single tech-

nique can give a “right” result in all circumstances.

Therefore, generalized results regarding the prediction

of software product maintainability are still not availa-

ble to meet software industry needs and the expecta-

tions for software maintainability prediction. In addi-

tion, few studies have investigated the effectiveness of

hybrid and ensemble techniques. Ensemble techniques

use many single base techniques, taking the advantages

of each and mitigating their weaknesses in order to ob-

tain a more accurate technique. Thus, proposing new

approaches based on ensembles techniques may be fruit-

ful.

• The identification of the best SPMP techniques

relies mainly on the dataset being investigated since a

technique may behave differently from one dataset to

another, which makes them unstable. Frequently-used

datasets are UIMS and QUES, based on projects deve-

loped in ADA. Datasets using new technologies such

as Java represent a serious challenge. Moreover, none

of the studies considered the effect of dataset proper-

ties, such as the size, missing data, and outliers, on

the accuracy of SPMP techniques. One of the impor-

tant points with datasets is data preprocessing which

allows handling missing data. Many ways are available

as seen in the literature such as deletion and imputa-

tion. Also, a dataset includes many attributes, some

of which may be irrelevant to the problem being stu-

died, while others may be redundant. By using feature
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selection, only the most meaningful attributes are se-

lected, which gives better accuracy of the technique or

even increases it. Selection can be carried out in many

ways including filter methods, wrapper methods, and

embedded methods. Moreover, feature extraction us-

ing principal component analysis has also been used in

some studies. This method extracts new features based

on the existing data. Feature selection and extraction

have been used recently, but only in a few selected stu-

dies.

• Most comparative studies conducted on SPMP

techniques reported only the most accurate by analyz-

ing the values of the accuracy criteria used. Few studies

used statistical significance tests to validate the find-

ings. For instance, the Friedman test was used to sta-

tistically investigate the difference in the accuracy be-

tween techniques, while the pair-wise Wilcoxon signed

rank test was used to identify how these techniques dif-

fer.

• Many measures and indicators were used in the

empirical studies. But, unfortunately, some authors

used different abbreviations for the same method. For

example, a number of methods may be named NOM,

NM or NMETH, where all these abbreviations mean the

same thing; that is to measure the number of methods

(NOM, NM or NMETH) in a system. These inconsis-

tencies may cause ambiguities for the interpretation of

the results and for comparative studies. Hence, it is im-

perative to unify the terminology and classify terms into

a measurement framework that will assist researchers to

build predictive models more easily.

• Maintainability as a quality characteristic of a

software product was expressed differently in various

selected studies. Several researchers have proposed def-

initions either by using or adapting ISO standards, such

as ISO 9126 or ISO 25010 maintainability characteris-

tics or sub-characteristics, or proposing their own def-

inition based on their experience in the domain. Mea-

sures for quality characteristics and sub-characteristics

are in general proposed by authors to determine the

maintainability of software. However, no detailed struc-

tural model that unifies all the maintainability charac-

teristics exists in the literature or industry in general.

Thus, there is the need to improve the maintainability

quality model based on ISO 25 010 and the definitions

of maintainability and its sub characteristics provided

in the literature.
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de Montréal (Canada) and Master’s degrees in management

sciences (1974) and electrical engineering (1975) from Uni-

versity of Ottawa. His research interests include software

productivity and estimation models, software engineering

foundations, software quality, software functional size mea-

surement, software risk management and software mainte-

nance management.

Appendix

The appendix is available at: https://github.com/-

SarahElmidaoui/Machine-Learning-Techniques-for-So-

ftware -Maintainability-Prediction-Accuracy-Analysis-

Appendix/blob/master/9668%20ID-Rx-source-Appen-

dix.pdf.

https://github.com/SarahElmidaoui/Machine-Learning-Techniques-for-Software-Maintainability-Prediction-Accuracy-Analysis-Appendix/blob/master/9668%20ID-Rx-source-Appendix.pdf
https://github.com/SarahElmidaoui/Machine-Learning-Techniques-for-Software-Maintainability-Prediction-Accuracy-Analysis-Appendix/blob/master/9668%20ID-Rx-source-Appendix.pdf
https://github.com/SarahElmidaoui/Machine-Learning-Techniques-for-Software-Maintainability-Prediction-Accuracy-Analysis-Appendix/blob/master/9668%20ID-Rx-source-Appendix.pdf
https://github.com/SarahElmidaoui/Machine-Learning-Techniques-for-Software-Maintainability-Prediction-Accuracy-Analysis-Appendix/blob/master/9668%20ID-Rx-source-Appendix.pdf
https://github.com/SarahElmidaoui/Machine-Learning-Techniques-for-Software-Maintainability-Prediction-Accuracy-Analysis-Appendix/blob/master/9668%20ID-Rx-source-Appendix.pdf

	1 Introduction
	2 Methodology
	2.1 Research Questions
	2.2 Search Strategy
	2.2.1 Search Terms
	2.2.2 Literature Resources

	2.3 Search Process
	2.4 Study Selection
	2.5 Study Quality Assessment
	2.6 Data Extraction and Data Synthesis

	3 Results and Discussion
	3.1 Overview of Selected Studies
	3.2 SPMP Techniques (RQ1)
	3.2.1 Most Frequently Used SPMP Techniques
	3.2.2 Trends in SPMP Techniques
	3.2.3 SPMP ML Tools

	3.3 Validation Methods Used for SPMPTechniques (RQ2)
	3.4 Accuracy Criteria Used for SPMPTechniques (RQ3)
	3.5 Overall Accuracy of SPMP ML Techniques (RQ4)
	3.5.1 Accuracy Context of SPMP ML Techniques
	3.5.2 Accuracy of SPMP ML Techniques
	3.5.3 Accuracy of SPMP ML Techniques on UIMS and QUES Historical Datasets
	3.5.4 Synthesis

	3.6 SPMP Techniques Reported to Be  Superior (RQ5)
	3.6.1 Comparative Studies: An Overview
	3.6.2 Accuracy Comparison Between ML andStatistical Techniques
	3.6.3 Accuracy Comparison Among ML Techniques


	4 Threats to Validity
	5 Conclusions

