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Abstract Text summarization is an important task in natural language processing and it has been applied in many

applications. Recently, abstractive summarization has attracted many attentions. However, the traditional evaluation

metrics that consider little semantic information, are unsuitable for evaluating the quality of deep learning based abstractive

summarization models, since these models may generate new words that do not exist in the original text. Moreover, the out-

of-vocabulary (OOV) problem that affects the evaluation results, has not been well solved yet. To address these issues, we

propose a novel model called ENMS, to enhance existing N-gram based evaluation metrics with semantics. To be specific, we

present two types of methods: N-gram based Semantic Matching (NSM for short), and N-gram based Semantic Similarity

(NSS for short), to improve several widely-used evaluation metrics including ROUGE (Recall-Oriented Understudy for

Gisting Evaluation), BLEU (Bilingual Evaluation Understudy), etc. NSM and NSS work in different ways. The former

calculates the matching degree directly, while the latter mainly improves the similarity measurement. Moreover we propose

an N-gram representation mechanism to explore the vector representation of N-grams (including skip-grams). It serves as

the basis of our ENMS model, in which we exploit some simple but effective integration methods to solve the OOV problem

efficiently. Experimental results over the TAC AESOP dataset show that the metrics improved by our methods are well

correlated with human judgements and can be used to better evaluate abstractive summarization methods.
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1 Introduction

With the rapid development of online applications,

a large amount of semantic data emerges everyday. It

leads to information overload for online users. To fa-

cilitate online users, it is necessary to summarize the

large amount of semantic texts [1–5]. It further leads

to the necessity of the evaluation for text summariza-

tion techniques. In this paper, we strive to improve the

evaluation metrics of text summarization, especially the

N-gram based metrics for abstractive summarization.

Abstractive summarization has attracted many at-

tentions recently. Examples include RNN (or LTSM)-

based model [6–8], attention-based model [9–11] and so

on. Different from extractive summarization models

that directly extract some words from the original text,

abstractive summarization models can generate new

words that are not contained in the original text. Al-

though the new words may have similar meanings to

the original words, it causes the difficulty of evaluating

the summary quality with existing metrics.

We take the following two sentences as an exam-

ple. 1) “He always gets to school early.” 2) “He often

arrives at classroom early.” Existing hard matching

based evaluation metrics will treat these similar words,

i.e., “always” and “often”, “gets to” and “arrives at” as

different, and give them a zero similarity score, which
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is unreasonable. We deem those evaluation methods,

e.g., ROUGE (Recall-Oriented Understudy for Gist-

ing Evaluation) [12] and BLEU (Bilingual Evaluation

Understudy) [13], as hard matching, since they compare

the generated summary with the reference summary in

the string level, neglecting the semantic information.

Therefore, it is unsuitable for evaluating abstractive

summarization models, especially models based on neu-

ral networks, with traditional hard matching metrics.

Many researches have been conducted on the

evaluation of automatic text summarization. There

are also continuous efforts to improve the automatic

summarization evaluation measures, e.g., the auto-

matically evaluating summaries of peers (AESOP)

task in TAC [14]. Among those evaluation methods,

ROUGE [12] is the first, well-accepted and most widely-

used one, for its strong correlation with human assess-

ment and its simplicity of computation. Meanwhile,

BLEU [13], a precision-based metric which is used to

evaluate machine translation initially, can also serve as

a text summarization evaluation metric [15].

Both ROUGE [12] and BLEU [13] are typical N-gram

based evaluation metrics. There is an important con-

cept in this branch, i.e., N-gram 1○, which represents a

contiguous sequence of N items from a given text. N-

grams are widely used in language models which are

based on statistics or neural networks, and most NLP

tasks including machine translation, text summariza-

tion, and so on [16–19]. When N = 2, it is called bi-

gram; when N = 3, it is called tri-gram; when N = 4,

it is called four-gram; and so on. In general, a larger N

means a higher accuracy the evaluation model achieves;

however, it also results in a higher complexity. Bi-gram

and tri-gram are two commonly-used N-grams. In this

paper, we try to enhance N-gram based evaluation met-

rics for abstractive summarization.

Most of neural network based models treat a word as

a vector [20]. Many well-studied language models such

as Word2vec [21] and GloVe [22], can obtain high-quality

distributed vector representations that capture a large

number of precise syntactic and semantic word rela-

tionships. Therefore, instead of hard matching, it is

more natural to utilize word embedding in the process

of matching [23]. Ng and Abrecht [24] proposed ROUGE-

WE, a metric making use of word embedding when

computing ROUGE. ShafieiBavani et al. [25] proposed

GROUGE which adopts a graph-based algorithm into

ROUGE to capture the semantic similarities of sum-

maries. Shao et al. [26] proposed WESM, a metric which

can measure the semantic similarity of documents based

on Word Mover’s Distance (WMD). Owing to the suc-

cess of word embedding, in the above researches, re-

searchers attempted to evaluate the quality of sum-

maries in the semantic level. Nevertheless, the semantic

information of N-gram cannot be represented by word

embedding directly. Therefore, it may take much cal-

culation cost to represent the semantic information of

N-grams or sentences with complex algorithms in the

above researches [24–26].

Our Motivation. Inspired by the above observa-

tions, our motivations are threefold. 1) A better way

to evaluate abstractive summarization: existing hard

matching metrics usually calculate similarity scores

based on matching N-grams in the string level, which

goes against the abstractive summarization because

they generate new words. Unlike hard matching, we

strive to study some alternative metrics to evaluate

summaries in the semantic level, and measure the simi-

larity more effectively and reasonably. 2) A more ac-

curate and efficient mechanism to represent the seman-

tic information of N-gram: we try to explore a way to

represent the semantic information of N-gram directly,

avoiding the cost of using additional algorithms. 3) A

more extensive verification for improved metrics based

on N-gram: while existing studies only conduct experi-

ments with their improved metrics based on bi-gram,

we try to study more commonly-used scenarios where

bi-gram, tri-gram, and four-gram are being considered.

In summary, the abstractive summarization models

use semantic information to generate summaries, but

the traditional evaluation metrics usually compare the

generated summary with the reference summary in the

string level, neglecting the semantic information and

leading to unreasonable evaluation results. To this end,

we propose an Ehanced N-gram Metric by Semantic

model (ENMS for short) to enhance existing N-gram

based evaluation metrics with semantics. Our work

takes N-gram semantic information into account, to

overcome the shortcomings of existing hard matching

metrics. Our main contributions are threefold.

1) As the basis of our evaluation model, we first

present an N-gram vector representation mechanism,

in which we provide several simple but effective inte-

gration methods to solve the out-of-vocabulary (OOV)

problem (Subsection 4.1).

2) Based on the above N-gram vector representation

1○The “N” in N-gram actually is a variable. But, in order to keep consistent with the term used in the literature, N-gram is used
instead of N -gram in the paper.
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mechanism, we propose a novel model called ENMS

(Subsection 4.2) for evaluating abstractive summariza-

tion methods, by considering the semantic information.

Our model includes two methods of N-gram based Se-

mantic Matching (NSM) and N-gram based Semantic

Similarity (NSS). They work in different ways, that is,

NSM matches N-grams directly, while NSS mainly im-

proves the similarity measurement.

3) We conduct extensive experiments with a widely-

used benchmark dataset (Section 5). The experimental

results demonstrate that metrics improved by our meth-

ods are well correlated with human judgments and can

be used to better evaluate abstractive summarization

methods.

The reminder of this paper is organized as follows.

Section 2 reviews related work. Section 3 describes

the problem we solve. Section 4 introduces our ENMS

model in details. Section 5 describes the experiments

and analyses. Finally, Section 6 concludes this paper

and suggests the future work.

2 Related Work

In this section, we briefly review the related work.

Automatic text summarization is a fundamental task in

natural language processing [27]. Automatic text sum-

marizer generates a short summary according to origi-

nal long text, and the generated summary should con-

sist of the most relevant information that exists in the

original document [28]. There are two types of auto-

matic text summarization: extractive and abstractive.

Extractive summarizer selects a few relevant sentences

from the original document to generate a summary [29].

Meanwhile, abstractive summarization produces an ab-

stractive summary like human-beings [30], which may

include new words and phrases different from the ones

occurring in the source document [31].

2.1 Abstractive Text Summarization

Ding et al. [31] integrated the sentiment-attention

and the semantic-attention mechanisms with the

encoder-decoder framework, and achieved better per-

formance for generating product review summaries.

Gerani et al. [32] presented abstractive summarization

of product reviews using Discourse Structure. Liu

et al. [33] proposed a method to generate English

Wikipedia articles as a multi-document summarization

of source documents. They used extractive summariza-

tion to coarsely identify salient information and a neu-

ral abstractive model to generate the article. Tan et

al. [8] proposed a coarse-to-fine approach to solve the

headline generation task, improving the performance

of neural sentence summarization models.

Tan et al. [34] proposed a graph-based attentional

neural model combined with a contextual input en-

coder and an output decoder, so as to address the

saliency factor of summarization. Nallapati et al. [6]

proposed an encoder-decoder RNN model with atten-

tion to generate abstractive summaries. Most recently,

Chu and Liu [35] proposed the MeanSum model, which

makes a breakthrough and can generate summaries

with the encoder-decoder framework in an unsuper-

vised way. Cachola et al. [36] proposed TLDR, an ex-

treme summarization of scientific documents. It can

generate scientific papers and peer review comments.

Zhang et al. [37] proposed PEGASUS, a pre-training

method with extracted gap-sentences for abstractive

summarization. Kouris et al. [38] combined sequence-to-

sequence neural-based text summarization with struc-

ture and semantics to deal with the problem of out-

of-vocabulary or rare words. To produce coherent

summaries for a long article and respect the facts in

the article or commonsense knowledge, Gunel et al. [39]

extended the transformer encoder-decoder architecture

that integrates entity-level knowledge in the attention

calculations and encodes a longer term dependency.

Although many novel abstractive summarization

models have been proposed, the main evaluation met-

rics are rarely updated, which motivates our work in

this paper.

2.2 Evaluation Metrics

In order to measure the quality of the generated

summaries, it is necessary to build up proper metrics.

There are many studies on the evaluation metrics of

automatic text summarization [23, 40].

Some studies exploit human-generated benchmarks,

e.g., ROUGE [12] and BLEU [13]. ROUGE includes a

large number of evaluation metrics. Among them,

ROUGE-1, ROUGE-2, and ROUGE-SU4 have been

reported to have a strong correlation with human

assessments [41]. They become the most widely used

metrics to evaluate summaries. BLEU, a precision-

based metric which is used to evaluate machine transla-

tion initially [14], is also validated to serve as a metric for

evaluating text summarization [15]. Moreover, the Pyra-

mid metric is a semi-automatic evaluation method [42],

which has been introduced as one of the principal

metrics for evaluating summaries in the TAC confe-

rence since DUC 2005. In addition, the ROUGE-BE
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metric was proposed to address some shortcomings of

ROUGE [43], which uses very small units of content.

Some other studies try to evaluate the quality

of summaries without human-generated benchmarks.

Torres-Moreno et al. [44] proposed a content-based

method for the evaluation of text summarization sys-

tems without human models. Shao et al. [26] proposed

the WESM (word-embedding similarity measure) met-

ric, which also can evaluate summary by making use

of the original text directly. Cabrera-Diego and Torres-

Moreno [45] proposed SummTriver, which is a trivergent

model to evaluate summaries automatically without hu-

man references. Radev et al. [46] presented a series of

experiments to demonstrate the validity of relative uti-

lity (RU) as a measure for evaluating extractive sum-

marization. Shafieibavani et al. [47] proposed a graph-

theoretic summary evaluation for ROUGE. Cohan and

Goharian [48] proposed a new metric SERA (summa-

rization evaluation by relevance analysis) that consis-

tently achieves high correlations with manual scores in

evaluation of scientific article summarization.

While the above studies are mainly working on the

string level, there are some researches exploiting word-

embedding [21, 22,49,50] to evaluate text summarization

on the semantic level. For example, Ng and Abrecht [24]

proposed ROUGE-WE, an automatic metric using

word-embedding to compute ROUGE, improving the

correlations with human assessments. ShafieiBavani

et al. [25] proposed GROUGE which adopts a graph-

based algorithm into ROUGE to capture the semantic

similarities of summaries. Passonneau et al. [51] pro-

posed an evaluating method combining Pyramid with

word-embedding.

Our work is closely related to the above studies

(i.e., [21, 22, 24, 25, 49–51]) in that we also exploit the

technique of word embeddings, and we also focus on

addressing the issues of evaluating abstractive summa-

rization models. Our differences lie in three aspects: 1)

we focus on improving N-gram based evaluation met-

rics, with the vector representation of N-grams, while

existing studies improve in the granularity of word em-

bedding; 2) we widely validate the effectiveness of solv-

ing the OOV problem with our N-gram based represen-

tation in bi-gram, tri-gram and even four-gram, while

existing studies validate bi-gram only; and 3) our work

avoids extra calculation cost of representing N-grams.

3 Problem Description

In this section, we define the basic concepts and the

problem that we will solve. Notations used in this paper

are described in Table 1.

Table 1. Notations

Symbol Description

c Candidate summary

r Reference summary

R Reference summary set

gn N-gram of length n

3.1 System Settings

The task of text summarization evaluation is to

measure the similarity of a candidate summary with

the standard reference summaries. According to exist-

ing work in literature [12, 16], we provide our description

of the main concepts below.

Definition 1 (Candidate Summary). A candidate

summary is a summary that needs to be evaluated,

which is often generated by algorithms.

Definition 2 (Reference Summary). A reference

summary is a summary serving as the standard refe-

rence in the evaluation, which is often written by hu-

man.

Definition 3 (Reference Summary Set). A refe-

rence summary set contains some reference summaries

(at least one) that depict different aspects of the same

topic. Each candidate summary needs a reference sum-

mary set as the standards for quality evaluation.

Definition 4 (N-Gram). An N-gram is a contigu-

ous sequence of N items (e.g., words) in a given sen-

tence.

3.2 Problem of Evaluating N-Gram Based
Text Summarization

Given a candidate summary c, and a set of reference

summaries R, the main goal of the text summarization

evaluation is to assign c a score to measure its similarity

with the standard references in R:

score(c) = fgn(c,R),

where fgn(·, ·) is the N-gram based evaluation metric

that can be implemented with different methods. Gene-

rally, a good metric should generate a score that is

highly correlated with human judgement. We strive

to define such metrics that are suitable for abstractive

summarization models.

3.3 Solution Overview

In this paper, we aim to improve the N-gram based

summary evaluation metrics by considering the seman-

tic information. We first map an N-gram to a vector

representation that contains the overall meanings of the
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N-gram, by training with corpus. Based on the N-gram

vector representation, we propose two methods to con-

struct the fgn(·, ·) function, so as to assign the candi-

date summary a similarity score.

3.4 Preliminary

We here review several widely-used hard matching

evaluation methods, which are the basis of understand-

ing our proposed ENMS model.

ROUGE-N is an N-gram recall between a candidate

summary and a set of reference summaries [12]. It is

calculated as in (1):

ROUGE-N(c) =

∑
r∈R

∑
gn∈r Countmatch(gn)∑

r∈R
∑
gn∈r Count(gn)

, (1)

where R represents all reference summaries, r is a sum-

mary belonging to R, and gn is an N-gram belonging to

r. Countmatch(gn) is the maximum number of N-grams

co-occurring in both of a candidate summary and a set

of reference summaries, and Count(gn) is the number

of N-grams occurring in a reference summary. In many

cases, ROUGE-N shows strong correlation with human

judgement when N = 2.

BLEU calculates the percentage of N-grams in the

candidate summary that also occur in the reference

summaries, and calculates the weighted average of N-

grams of different lengths that can be matched in the

reference summaries [13]. It is calculated as:

BLEU = BP × exp(
∑N
n=1 λn log pn),

pn =

∑
gn∈c Countmatch(gn)∑

gn∈c Count(gn)
.

(2)

In (2), pn is N-gram precision, in which c is a candi-

date summary, gn is an N-gram belonging to c, and

Count(gn) counts the number of N-grams occurring in

a candidate summary. Positive weights λn > 0 and∑
λi = 1. BLEU considers all the N-grams of the

length from 1 to N . BP is a penalty applied to the

machine translation task. It can be set to 1 for evalu-

ating the text summarization task.

ROUGE-SU4 uses another concept of skip-gram,

which can be any pair of words extracted in the origi-

nal sentences, allowing for arbitrary gaps (gaps are not

longer than 4 in ROUGE-SU4) [12]. It can be calculated

as:

ROUGE-SU4(c, r)

=
SKIPmatch(c, r) +WORDmatch(c, r)

C(l, 2) + l
,

where c is a candidate summary, r is a reference sum-

mary of length l, and SKIPmatch(c, r) returns the num-

ber of skip-grams that can be matched in c and r, while

WORDmatch(c, r) returns the number of words that can

be matched in c and r, and C(l, 2) is a combination

function that any two items are selected from l items.

ROUGE-L takes a summary sentence as a sequence

of words, and calculates the longest common subse-

quence (LCS for short) of two summary sentences. In-

tuitively, the longer the LCS of two summaries is, the

more similar the two summaries are [13]. Given two

summaries c and r, ROUGE-L can be calculated as in

(3):

ROUGE-L(c, r) =
LCS(c, r)

l
, (3)

where LCS(c, r) returns the length of the LCS between

c and r, and l is the total number of words in the refe-

rence summary r.

4 ENMS: Details

In this section, we introduce the details of the

ENMS model. We first expatiate our N-gram vector

representation mechanism. Then, we provide the de-

tails of the proposed ENMS model for better evaluating

abstractive summarization. It includes two methods:

N-gram based Semantic Matching (NSM for short), and

N-gram based Semantic Similarity (NSS for short).

4.1 N-Gram Vector Representation
Mechanism

In most of NLP tasks, the real-valued vector rep-

resentation of a word, which is usually trained using a

large corpus, is used to capture the fine-grained seman-

tic information. Inspired by word vectors, our ENMS

model uses the high-quality vector representation of N-

grams to capture the semantic information contained

in N-grams, i.e., we improve the semantic level from

words to N-grams. However, previous studies of word

vectors cannot be used to train N-gram based vector

representation directly. To address this issue, we take

a similar way as in [52] and we treat each N-gram as a

normal word and assign it with a unique vector. Then,

we maximize the following conditional probabilities:∑
wng∈S(C)

log p(wng|Context(wng)),

where C is a corpus, S(C) returns a set that contains

all words and N-grams belonging to C, and wng is

a word or an N-gram in this set. Context(wng) re-

turns all words and N-grams contained in the context
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of wng. After that, we can obtain a pre-trained vector

representation of N-gram, called PTV for short. Please

note that PTV also contains the word embedding of all

words.

Nevertheless, there are some N-grams that we can-

not find their vector representations in PTV. This is the

so-called out-of-vocabulary(OOV) problem. No matter

how large corpus we use to train PTV, the OOV prob-

lem cannot be avoided. In addition, skip-grams that

are used by ROUGE-SU4, rarely appear in the PTV.

That is, the OOV problem is more serious for skip-gram

based metrics.

Integration Methods. To solve the OOV problem, we

need some efforts to integrate individual word embed-

ding of words that are contained in an N-gram (skip-

gram) together, and use the integrated word embedding

to represent the N-gram. We introduce four integration

methods as follows.

• The simple multiplicative makes the individual

vectors multiply together to produce the vector for an

N-gram. It is proposed by Mitchell and Lapata [53] and

is used in ROUGE-WE [24]. For example, if an N-gram

g = w1w2, the word embedding w1 = (x1, x2, · · · , xd),
w2 = (y1, y2, · · · , yd), then the vector representation of

g is:

Vg = (x1y1, x2y2, · · · , xdyd).

• The midpoint approach treats the midpoint

of individual vectors as the semantic vector of

the N-gram. For example, if the N-gram g =

w1w2 · · ·wn, and v1,v2, · · · ,vn are the word embed-

dings of w1,w2, · · · ,wn respectively, then we have:

Vg =
v1 + v2 + · · ·+ vn

n
.

• The catenation approach catenates the individual

vectors to a long vector, and uses this long vector as

the semantic vector of the N-gram. For example, if the

N-gram g = w1w2, and the word embeddings of w1

and w2 are v1 = (x1, x2, · · · , xd), v2 = (y1, y2, · · · , yd),
respectively, then we have:

Vg = (x1, x2, · · · , xd, y1, y2, · · · , yd).

• The attention average takes the importance of the

word into account. We here use the TF-IDF value as

the attention weight of the word (note that this at-

tention weight can be replaced with other more pow-

erful attention methods). For example, if the N-gram

g = w1w2 · · ·wn, and v1,v2, · · · ,vn are the word em-

beddings of w1,w2, · · · ,wn, respectively, then we have:

Vg = TF -IDFw1 × v1 + · · ·+ TF -IDFwn × vn,

where TF -IDFwn
is the TF-IDF value of word wn, and

it can be calculated according to the dataset that needs

to be processed.

Fig.1 shows the framework of our N-gram vector rep-

resentation mechanism, which has three steps. First,

we search the vector representation of the N-gram in

PTV. Second, we check whether the OOV problem ex-

ists. Third, if the N-gram is an OOV term, we search

the word embedding in PTV for every word contained

in the N-gram, and choose an integration approach to

integrate it. This mechanism can weaken the impact of

the OOV problem in our ENMS model.

4.2 Improving Metrics with ENMS

We propose two possible methods to improve some

existing hard matching metrics: N-gram based Seman-

tic Matching (NSM) and N-gram based Semantic Simi-

larity (NSS). The former method calculates the match-

ing degree directly while the latter mainly improves the

similarity measurement. All the original metrics and

improved ones are shown in Table 2, in which Hard

represents the existing hard matching metrics.

N-Gram Vector Representation

Pre-Trained

Vector

OOV Term

Word Embedding

Integration

Methods
Word Embedding

Word Embedding

N-Gram

Skip-Gram

w

w

wn

Fig.1. N-gram vector representation mechanism.
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Table 2. Existing Metrics and Improved Ones by NSM and
NSS

Hard NSM Improved NSS Improved

ROUGE-N NSM-RN NSS-RN

BLEU NSM-BL NSS-BL

ROUGE-SU4 NSM-RSU4 NSS-RSU4

ROUGE-L S-RL S-RL

4.2.1 N-Gram Based Semantic Matching Method
(NSM)

In the hard matching, evaluation metrics do not con-

sider the semantic similarity between two N-grams if

they are different in the string level. As an improve-

ment, we explore the vector representation of N-gram

to match the N-grams between sentences. It only takes

some minor changes to upgrade existing N-gram based

evaluation metrics with NSM. Taking ROUGE-N as an

example, we can calculate NSM-RN as in (4).

NSM -RN(c)

=

∑
r ∈ R

∑
gn∈ c

NSM(gn, NG(r), α)∑
r ∈ R

COUNT (r)
, (4)

where R represents all reference summaries, r is

a summary belonging to R, c represents a candi-

date summary, and gn is an N-gram belonging to

c. NG(r) returns all N-grams occurring in r, and

COUNT (r) returns the number of N-grams occurring

in r. As for the N-gram semantic matching function

NSM(gn, NG(r), α), we provide its detailed descrip-

tion in Algorithm 1.

Algorithm 1. N-Gram Based Semantic Matching

Input: N -gram /*an N-gram to be matched*/
ref -N -grams /*all N-grams belonging to a reference
summary*/
α /*a similarity parameter*/

Output: 1 or 0 /*indicates if match or not*/

1: N -gram-vec←− get embedding(N -gram)
2: max-sim←− −∞
3: for r-gram in ref -N -grams do
4: r-vec←− get embedding(r-gram)
5: sim←− cos(N -gram-vec, r-vec)
6: if max-sim < sim then
7: max-sim←− sim
8: if max-sim > α then
9: return 1

10: else
11: return 0

The BLEU metric can be modified with NSM -BL

as in (5).

NSM -BL = BP × exp(
∑N
n=1 λn logNSMPn),

NSMPn =

∑
r ∈ R

∑
gn∈ c

NSM(gn, NG(r), α)

COUNT (c) ,

(5)

where BP is a penalty to make the length of machine

translation close to that of the source text. In summary

evaluation, we can set BP = 1. We use N-grams up to

the maximum length N and make the positive weights

λn summing to 1. For instance, if the N-gram of any

length n is equally important, we can use uniform dis-

tributed weights, that is, λn = 1/N .

ROUGE-SU4 can be improved with NSM-RSU4

as:

NSM -RSU4(c)

=

( ∑
r ∈ R

∑
gsk∈ c

NSM(gsk, SKG(r), α) +

∑
r ∈ R

∑
w∈ c

NSM(w,WORD(r), α)

)/

(C(l, 2) + l),

where c is a candidate summary, r is a reference sum-

mary of length l, gsk is a skip-gram belonging to c,

SKG(r) returns all skip-grams occurring in r, w is

a word belonging to c, WORD(r) returns all word

occurring in r, and C(l, 2) is the combination func-

tion that any two items are selected from l items.

Note that, since a word can be taken as a 1-gram,

NSM(w,WORD(r), α) also works with words.

Algorithm 1 illustrates our N-gram semantic match-

ing process. The similarity parameter α falls in the

range of 0 to 1. The computational complexity is

O(KD), where K is the number of gn that belongs

to ref -N -grams, and D is the dimension of the vector

representation of N-grams.

Case Study of NSM Method. Again, let us look at

the two sentences. 1) “He always gets to school early.”

2) “He often arrives at classroom early.” We treat sen-

tence 1 as the candidate summary and sentence 2 as

the reference summary. The NSM calculation process

of these two summaries is shown in Fig.2. The similarity

parameter α is 0.6. Each rounded rectangle represents

a bi-gram, the arrow lines connect the most similar bi-

grams, two connected green ones (the first pair and

the last pair) are semantic matched bi-gram (for which

Algorithm 1 returns 1) and two connected blue ones

(the three pairs in the middle) fail to match (for which

Algorithm 1 returns 0). We can see that these two sen-

tences contain similar meanings, and thus the score of

NSM-R2 is better than that of ROUGE-2. Note that

NSM -R2(c) can be simplified with NSM-R2 if the can-

didate summary c is determined.
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``He always gets to school early.''

``He often arrives at classroom early.''

He always always gets gets to to school school early

He often

ROUGE-2=0 (1);   NSM-R2=0.4 (4)

often arrives arrives at at classroom classroom early

Fig.2. Illustration of calculating NSM-RN between two sentences, where we use NSM-R2.

4.2.2 N-Gram Based Semantic Similarity Method
(NSS)

In this part, we evaluate the candidate summary in

another way. We do not match N-grams between the

candidate summary and the reference summary in NSS.

Instead, we accumulate the similarities of all semanti-

cally similar words, so as to upgrade existing N-gram

based evaluation metrics to the NSS metrics. Again, we

use ROUGE-N as an example to illustrate our improve-

ments. The improved metric NSS-RN can be calculated

as in (6):

NSS-RN(c) =

∑
r ∈ R

∑
gn∈ c

NSS(gn, NG(r), α)∑
r ∈ refs

COUNT (r)
, (6)

where NSS(gn, NG(r), α) returns the total similarity

between gn and a reference summary r. We provide its

detailed description in Algorithm 2.

Algorithm 2. N-Gram Based Semantic Similarity

Input: N -gram /*an N-gram to be matched*/
ref -N -grams /*all N-grams belonging to a reference
summary*/
α /*the similarity parameter*/

Output: tolsim /*total similarity of soft matched N-grams*/

1: N -gram-vec←− get embedding(N -gram)
2: max-sim←− −∞
3: max-count←− 0
4: for r-gram in ref -N -grams do
5: r-vec←− get embedding(r-gram)
6: sim←− cos(N -gram-vec, r-vec)
7: if max-sim < sim then
8: max-sim←− sim
9: max-count←− get count(r-gram)

10: end if
11: end for
12: tolsim←− 0
13: if max-sim > α then
14: tolsim←− max-sim×max-count
15: end if
16: return tolsim = 0

The BLEU metric can be modified with NSS-BL in

a similar way. It is calculated as in (7).

NSS-BL = BP × exp

(
N∑
n=1

wn logNSSPn

)
,

NSSPn =

∑
r ∈ R

∑
gn∈ c

NSS(gn, NG(r), α)

COUNT (c)
.

(7)

Moreover, NSS-RSU4 can be calculated as:

NSS-RSU4(c)

=

( ∑
r ∈ R

∑
gsk∈ c

NSS(gsk, SKG(r), α) +

∑
r ∈ R

∑
w∈ c

NSS(w,WORD(r), α)

)
/(C(l, 2) + l).

The computational complexity of Algorithm 2 is

also O(KD), where K is the number of the N-grams

belonging to ref -N -grams, and D is the dimension of

the vector representation of the N-gram.

Again, we use Fig.3 to show the comparison of the

two similar sentences, where we set the similarity para-

meter α to 0.6. The arrow lines connect the most simi-

lar bi-grams, the decimal in the left of the line is the

similarity between two bi-grams, and the one in the

right of the line is the NSS similarity value obtained

with Algorithm 2. We can see that NSS-R2 is more

reasonable than ROUGE-2, indicating the feasibility of

our NSS method.

4.2.3 Improvements of ROUGE-L

N-gram based evaluation metrics can be improved

directly by NSM or NSS. However, some other widely-

used metrics such as ROUGE-L, cannot be directly

treated. Therefore, we propose an evaluation metric
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``He always gets to school early.''

``He often arrives at classroom early.''

He always always gets gets to to school school early

He often

ROUGE-2=0 (1);   NSS-R2=0.30 (6)

often arrives arrives at at classroom classroom early

(0.8) 0.8 (0.41) 0 (0.22) 0 (0.38) 0 (0.67) 0.67

Fig.3. Illustration of calculating NSS-RN between two sentences, where we use NSS-R2.

S-RL, which improves ROUGE-L by considering the

semantic information. It can be calculated as in (8).

S-RL(c) =

∑ls
i=1 LSS∪(si, c)

l
, (8)

where ls is the number of sentences in the reference

summary r, si is the i-th sentence in the reference sum-

mary, c is the candidate summary, and l is the num-

ber of words in reference summary r. LSS(·, ·) is the

longest semantically similar subsequence between two

sentences. LSS∪(si, c) is the LSS score of the union

longest semantically similar subsequence between refe-

rence sentence si and candidate summary c. For exam-

ple, if the candidate summary c contains two sentences

{c1, c2}, and LSS(si, c1) = w1w2, LSS(si, c2) = w1w4,

then, the union longest semantically similar subse-

quence of si, c1, and c2 is w1w2w4.

We define the semantically similar subsequence as

follows: given two sequences X and Y , Z is called the

similar subsequence of X and Y , if Z is the subsequence

of X, and there exists Y ’s subsequence T satisfying that

all the elements at the corresponding positions between

Z and T are semantically similar.

To obtain the longest semantically similar subse-

quence, we construct a recursive equation as follows:

LSS(Xi, Yj)

=



LSS(Xi−1, Yj−1),

if cos(xi, yj) > α,

max(LSS(Xi, Yj−1), LSS(Xi−1, Yj)),

otherwise.

(9)

In (9), cos(xi, yj) measures the semantically simila-

rity between the i-th word of X and the j-th word of

Y , and α is the similarity parameter. Before calculating

the semantical similarity, we should map the word-to-

word embedding. We can solve this recursive equation

easily with dynamic programming.

Fig.4 shows the comparison of calculating ROUGE-

L and our improvements S-RL with the example sen-

tences, where we set the similarity parameter α to 0.6.

The arrow lines connect the most similar bi-grams, the

decimal in the left of the line is the similarity between

two bi-grams, and the one in the right of the line is the

NSS similarity value obtained with Algorithm 2. The

results validate that S-RL is more reasonable.

``He always gets to school early.''

``He often arrives at classroom early.''

He always gets to  early

He 

ROUGE-L=0.33 (2);   S-RL=0.83 (8)

often arrives at  early

school

classroom

Fig.4. Illustration of comparing ROUGE-L with our improved S-RL.
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5 Experimental Evaluation

5.1 Dataset and Evaluation Method

Dataset. We conduct extensive experiments with

the benchmark dataset, TAC 2011 AESOP Task

data [12]. The AESOP (Automatically Evaluating Sum-

maries Of Peers) task is a subtask of TAC 2011 Sum-

marization track. It aims to create an automatic scor-

ing metric for summaries, which would correlate highly

with one or more of three manual methods of evaluating

summaries [54]. These three manual methods include

the pyramid method [55], the overall readability [24], and

the overall responsiveness [24]. Among them, pyramid is

a semi-automated measure that evaluates the content

of the generated summaries. Overall readability reflects

the fluency and the readability of the summary. Overall

responsiveness measures how well a summary adheres

to the information requested, as well as the linguistic

quality of the generated summaries [24], which is based

on both the content and the readability.

The AESOP 2011 dataset [12] has 44 topics, and

each topic has 10 documents. For each topic docu-

ment set, there are four human summaries and 51 auto-

matic summaries, which aim to summarize the content

of all the documents in their topic. The data was pro-

duced by eight human summarizers who wrote reference

summaries, and 51 automatic summarizers. Similar to

other studies [24, 25], we treat these human summaries as

the reference summary, and treat the automatic sum-

maries as the candidate summary.

Evaluation Method. In order to evaluate the perfor-

mance of our methods, we calculate the Pearson corre-

lation scores between our improved metrics and three

manual methods. We validate the performance.

• The summary level calculates the Pearson corre-

lation scores on all summaries between our evaluation

scores and manual methods scores. Note that the fi-

nal evaluation score is the average of scores between

each candidate summary and the corresponding four

reference summaries.

• The summarizer level calculates the Pearson cor-

relation scores on all summarizers, where each summa-

rizer’s final score is the average of all the summary-level

scores that he/she has provided. For example, summa-

rizer 1 produces eight summaries, and then we will treat

the average of these eight summaries’ scores (calculated

by our metrics or manual methods) as the score of sum-

marizer 1.

Other Settings. In our experiments, we implement

our ENMS model by using N-gram2vec 2○ to generate

the vector representation of N-gram. We use the em-

bedding of 300 dimensions in dense representations. We

train N-gram embedding on corpus wiki2010 3○.

We keep the stop words in the dataset and transfer

them to the stem. The similarity parameter α = 0.6

is the default setting, if not specified. In addition, we

choose the midpoint approach as the default integration

approach to solve the OOV problem.

5.2 Experimental Results and Analysis

In this subsection, we first compare our methods

with the hard matching methods in the summary level.

Then, we check the correlation scores with human

judgements in the summarizer level. Finally, we pro-

vide the qualitative analysis about this dataset to show

its latent constructions.

5.2.1 Summary-Level Comparison

We conduct correlation evaluation on 24 aspects

of eight different metrics with respect to three hu-

man judgements, including ROUGE-2, ROUGE-3,

ROUGE-4, BLEU-2, BLEU-3, BLEU-4, ROUGE-L,

and ROUGE-SU4. Fig.5 shows all comparison results of

the proposed NSM and NSS and existing hard matching

methods for ROUGE and BLEU. Note that we use N

to represent the N-gram, e.g., N = 2 represents the bi-

gram. Figs.5(a)–5(c) show the results of ROUGE-based

metrics. We can see that the proposed NSM and NSS

methods have better Pearson scores for pyramid, read-

ability and responsiveness, which indicates that the im-

proved ROUGE methods have better correlation with

human judgements.

Figs.5(d)–5(f) show that the improved BLEU-based

metrics have better Pearson scores on the readability.

However, they have lower scores on pyramid and re-

sponsiveness with respect to the bi-gram and the tri-

gram. We analyze the reason and find that: the main

difference between ROUGE and BLEU is that BLEU is

a precision-based metric that treats the number of N-

grams belonging to generated summaries as the denom-

inator (as shown in (7) and (8)). Thus, it is difficult to

measure how well a generated summary adheres to the

information contained in reference summaries. Both

pyramid and responsiveness are content-based evalua-

tion (responsiveness considers both the content and the

2○https://github.com/zhezhaoa/N-gram2vec, August 2022.
3○http://nlp.stanford.edu/data/WestburyLab.wikicorp.201004.txt.bz2, August 2022.
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Fig.5. Comparison results on ROUGE and BLEU. (a) ROUGE pyramid. (b) ROUGE readability. (c) ROUGE responsiveness. (d)
BLEU pyramid. (e) BLEU readability. (f) BLEU responsiveness.

readability). That is why BLEU has a lower correlation

with pyramid and responsiveness.

We show the comparison results of S-RL,

NSM-RSU4 and NSS-RSU4 over ROUGE-L and

ROUGE-SU4 in Table 3. We can see that our S-RL

beats ROUGE-L with a slight advantage with respect

to three human judgements of pyramid, readability

and responsiveness. However, our improved metrics

NSM-RSU4 and NSS-RSU4 are inferior to the hard

matching ROUGE-SU4 for pyramid and responsive-

ness. There are two possible reasons: 1) compared with

the N-gram, the skip-gram is more likely to be out of

vocabulary; 2) the skip-gram usually consists of some

semantically unrelated words, so that the semantic in-

formation contained in the vector representation of the

skip-gram is not obvious.

Table 3. Comparison Results on Improved Metrics

Method Pyramid Readability Responsiveness

ROUGE-L 0.624 0.391 0.495

S-RL 0.629 0.392 0.500

ROUGE-SU4 0.643 0.368 0.486

NSM-RSU4 0.598 0.409 0.472

NSS-RSU4 0.598 0.409 0.471

Note: The first two rows compare ROUGE-L with our S-RL,
while the last three rows compare ROURSE-SU4 with our NSM-
RSU4 and NSS-RSU4. The maximum values among ROUGE
metrics and our improved ones are in bold.

Meanwhile, Table 3 shows that all the NSM and NSS

improved metrics have better performance with respect

to the readability. It indicates that our methods are

more appropriate than hard matching as for measuring

the readability of the candidate summary. In Fig.5(b)

and Fig.5(e), we also find that the correlation scores

between our improved ROUGE and BLEU and read-

ability increase when N becomes large. However, it is

opposite for the hard matching ROUGE and BLEU. We

analyze the reason and find that the more the items an

N-gram has, the more the syntax information is implic-

itly contained in it. But for hard matching ROUGE and

BLEU, the N-gram is hard to match when N is large,

and even there are similar semantics between two N-

grams. Therefore, our NSM and NSS improved metrics

can overcome this shortcoming and utilize the advan-

tage for large N , which makes our methods achieve bet-

ter correlation with human judgements with respect to

the readability.

Integrating the comparison in Fig. 5 and Table 3,

62.5% of our correlation evaluation achieves better per-

formance in all the 24 aspects (i.e., eight metrics with

respect to three human judgements). It implies that a

combination of semantics with N-gram based metrics is

a good choice for evaluating abstractive text summa-

rization.
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5.2.2 Summarizer-Level Comparison

In this subsection, we compare our NSM-R2 with

the hard matching method ROUGE-2 and other two

most recent related studies of ROUGE-WE-2 [24] and

GROUGE-2 [25]. Note that both ROUGE-WE and

GROUGE are methods improved from ROUGE by

making use of word embedding.

Table 4 shows that our NSM-R2 achieves the best

performance with respect to the readability. It is a lit-

tle inferior to the state-of-the-art method GROUGE-2

with respect to pyramid and responsiveness, i.e., 0.005

on pyramid and 0.007 on responsiveness. Since our

other proposed methods have similar performance to

NSM-R2 (a slight increase or decrease against the state-

of-the-art results), we do not display their results for the

summarizer-level comparison.

Table 4. Results on Summarizer-Level Comparison

Method Pyramid Readability Responsiveness

ROUGE-2 0.961 0.752 0.942

ROUGE-WE-2 0.977 0.782 0.953

GROUGE-2 0.979 0.787 0.954

NSM-R2 0.974 0.791 0.947

Note: The maximum value in each column is in bold.

Both the results of the summary-level comparison

and the summarizer-level comparison validate that our

evaluation methods are superior to existing methods

with respect to readability. However, as for pyramid

and responsiveness, our methods show insignificant ad-

vantages. Possible reasons may be as follows. 1) Most

of summarizers are the extractive models so that they

generate words from the original text and never gene-

rate semantically similar words such as “college” with

“university”, “good” with “well”. 2) In this dataset,

the hard matching method ROUGE-2 already achieves

quite high correlation scores, i.e., 0.961 on pyramid and

0.942 on responsiveness. Therefore, it is very difficult

to make even a little improvement given such as a high

basis. 3) The number of automatic summarizers is too

small in this dataset, i.e., there are only 51 automatic

summarizers, and it may be far from enough to say that

these high correlation scores in the summarizer level are

reliable.

The above three reasons weaken the performance of

all semantic-based evaluation methods. It also makes

the advantages of our N-gram vector based methods not

be shown clearly with respect to word embedding based

methods (i.e., ROUGE-WE-2, GROUGE-2). Even so,

our NSM-R2 is still better than the hard matching

method ROUGE-2 and shows well correlation with hu-

man judgements. In order to further analyze the above

results and find the reasons, we make a quantitative

analysis of this dataset as in the following.

Quantitative Analysis. For every candidate sum-

mary in this dataset, we check how many semantically

similar words it has with respect to its reference sum-

mary. Supposing that we have a word w in the candi-

date summary, we use the following method to find its

semantically similar words: 1) calculating the cosine

similarity between w and every word in its reference

summary, and finding a word wmax that belongs to the

reference summary and has the greatest similarity to w;

2) checking whether w and wmax are the same word, if

not, we treat them as semantically similar words. We

do this for every word in a candidate summary, and cal-

culate the ratio of semantically similar words contained

in the candidate summary (SSW ratio for short).

Table 5 shows the statistics in all 2 244 candidate

summaries. The number of candidate summaries that

contain no more than 10% semantically similar words is

up to 1 898, taking a percentage of 84.6% in the dataset;

the number of candidate summaries that contain more

than 20% semantically similar words is only 98, taking

a percentage of 4.3% in the dataset. That is why the

correlation score of hard matching methods is pretty

well and the advantages of our NSM and NSS methods

are not obvious with respect to pyramid and respon-

siveness in this benchmark dataset. We believe that the

proposed N-gram vector based methods will show much

better performance when large datasets with more ab-

stractive summarizers are constructed in the future.

Table 5. Results on Summarizer-Level Comparison

SSW Ratio Count

0%–5% 981

5%–10% 917

10%–15% 223

15%–20% 25

>20% 98

5.3 Impact of Parameter α and Integration

Methods

Algorithm 1 and Algorithm 2 are involved with a

similarity parameter α, which serves as a threshold to

determine whether two N-grams are semantically simi-

lar. Moreover, in Subsection 4.1, we provide four inte-

gration methods to solve the OOV problem. Here we
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study the impact of the similarity parameter and the in-

tegration methods on the performance for our proposed

metrics. In this part of experiments, we use a represen-

tative metric NSM-R2 to analyze the performance. For

each integration method we test, we calculate the cor-

relation score with three manual methods.

Fig. 6 shows that the attention average approach

achieves the best performance with respect to pyramid

and responsiveness. The midpoint approach is close

to the attention average approach and the simple mul-

tiplicative gets the worst performance compared with

the other three approaches. It may be because that

the attention average approach gives a larger attention

weight to the important words, which is more similar

to humans’ reading. However, the simple multiplicative

approach is much different from the original embedding

of words, which loses some semantic information. As

for the catenation approach, we can see from Fig.6(b)

that it has no prominent performance with respect to

pyramid and responsiveness, but achieves the best per-

formance with respect to readability when α is small.

The reason may be that the catenation approach keeps

the order and the original embedding of all words, and

thus remains more syntax information.

Meanwhile, it can be seen that all integration meth-

ods achieve their best performance when α = 0.6

with respect to pyramid and responsiveness, and when

α = 0.4 with respect to readability. The best value of

similarity parameter α is related to the properties of N-

gram embedding we use (e.g., the dimension, and the

training corpus). It is a bit strange that the best value

of α with respect to readability is different with that

of pyramid and responsiveness. In addition, when α

turns bigger, the performance with respect to readabil-

ity decreases. The main reasons could be the followings.

When two N-grams are matched in a small similarity

parameter α, they may share similar syntax informa-

tion, instead of similar semantic information. There-

fore, NSM and NSS pay more attention to the syntax

information when the similarity parameter α is small.

6 Conclusions

In this paper, we enhanced the N-gram based met-

rics to better evaluate the performance of abstractive

summarization models, by considering semantic infor-

mation. Two types of semantic-based evaluation meth-

ods including N-gram based Semantic Matching (NSM)

and N-gram based Semantic Similarity (NSS) were pro-

posed to evaluate the quality of generated summaries

considering the semantic information, which overcomes

the unreasonable evaluation of existing hard matching

metrics. NSM and NSS work in different ways: NSM

matches N-grams directly, while NSS mainly focuses

on improving the similarity measurement. Extensive

experiments on the AESOP dataset validated that our

methods are well correlated with human judgements,

indicating that they can evaluate abstractive summa-

rization models in a more fair way. We also proposed

an N-gram representation mechanism to solve the OOV

problem and serve as the basis of our methods.

Due to the lack of the proper dataset for abstractive

summarization, we only tested the performance with

a relatively small dataset. We would like to test our

methods with other large datasets in future. Further-

more, we mainly improved the evaluation metrics from

the semantic aspect in the current version. In future

work, we are interested in improving the evaluation

metrics in more aspects like readability. We would also

like to apply our work in more application scenarios like

review-based recommendation [56] and so on.
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Fig.6. Impact of parameter α and the integration methods. (a) Pyramid. (b) Readability. (c) Responsiveness.
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