
Yi B, Wang XW, Huang M et al. A QoS based reliable routing mechanism for service customization. JOURNAL OF

COMPUTER SCIENCE AND TECHNOLOGY 37(6): 1492–1508 Nov. 2022. DOI 10.1007/s11390-021-0686-4

A QoS Based Reliable Routing Mechanism for Service Customization

Bo Yi1 (´ Å), Member, CCF, IEEE, Xing-Wei Wang1,∗ (�,�), Senior Member, CCF, Min Huang2 (� ¯)
and Qiang He3 (Û r)

1College of Computer Science and Engineering, Northeastern University, Shenyang 110169, China
2College of Information Science and Engineering, Northeastern University, Shenyang 110819, China
3College of Medicine and Biological Information Engineering, Northeastern University, Shenyang 110169, China

E-mail: yibo@cse.neu.edu.cn; {wangxw, mhuang}@mail.neu.edu.cn; heqiang@bmie.neu.edu.cn

Received July 15, 2020; accepted June 2, 2021.

Abstract Due to the rapid development of the Internet technology such as 5G/6G and artificial intelligence, more and

more new network applications appear. Customers using these applications may have different individual demands and such

a trend causes great challenges to the traditional integrated service and routing model. In order to satisfy the individual

demands of customers, the service customization should be considered, during which the cost of Internet Service Provider

(ISP) naturally increases. Hence, how to reach a balance between the customer satisfaction and the ISP profit becomes vitally

important. Targeting at addressing this critical problem, this work proposes a service customization oriented reliable routing

mechanism, which includes two modules, that is, the service customization module and the routing module. In particular,

the former (i.e., the service customization module) is responsible for classifying services by analyzing and processing the

customer’s demands. After that, the IPv6 protocol is used to implement the service customization, since it naturally supports

differentiated services via the extended header fields. The latter is responsible for transforming the customized services into

specific routing policies. Specifically, the Nash equilibrium based economic model is firstly introduced to make a perfect

balance between the user satisfaction and the ISP profits, which could finally produce a win-win solution. After that, based

on the customized service policies, an optimized grey wolf algorithm is designed to establish the routing path, during which

the routing reliability is formulated and calculated. Finally, the experiments are carried out and the proposed mechanism

is evaluated. The results indicate that the proposed service customization and routing mechanism improves the routing

reliability, user satisfaction and ISP satisfaction by about 8.42%, 15.5% and 17.75% respectively compared with the classical

open shortest path first algorithm and the function learning based algorithm.
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1 Introduction

The rapid development of the Internet technology

(e.g., 5G and 6G) promotes the appearance of many

novel applications such as AR and VR (the 5th and

the 6th generation mobile communication technology

respectively). These new applications require high

throughput and directly lead to the exponential growth

of network traffic, which in turn causes great chal-

lenges for network routing and service provision [1]. In

addition, for the customers using these applications,

they may have their own individual requirements to-

wards the same application and the same customer may

also have different requirements towards different ap-

plications. Such phenomena are becoming very com-

mon and universal especially with the appearance of

novel network paradigms such as Software-Defined Net-

working (SDN) [2] and Network Function Virtualization

(NFV) [3]. Hence, there is an urgent need for the Inter-

net service providers (ISPs) to offer different or cus-
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tomized services to customers having different service-

level demands. In particular, the offered service cus-

tomization policy should not only satisfy the customers’

requirements, but also guarantee the ISPs’ profits to

a certain extent, since the profit is the main driving

force for ISPs to further improve service quality and

user satisfaction [4]. For example, as shown in Fig.1,

the three concrete application scenarios (the massive

Machine Type Communication (mMTC), the enhanced

Mobile BroadBand (eMBB) and the Ultra Reliable Low

Latency Communication (URLLC)) of 5G are leveraged

to illustrate our motivation. Specifically, in Fig.1(a),

mMTC, eMBB and URLLC services are offered by the

same ISP over the same infrastructure without ser-

vice customization. In this condition, the traffic from

these three application scenarios may affect one an-

other and the resource preemption may also happen.

This resource preemption may directly lead to unex-

pected results and low performance. On the contrary,

as shown in Fig.1(b), by introducing multiple virtual

ISPs (vISPs) [5], the service customization can be im-

plemented, where each vISP is responsible for providing

one specific kind of services. In addition, the vISPs are

actually isolated by using the virtualization technology,

despite the fact that they still share the same infras-

tructure. Hence, compared with the model in Fig.1(a),

the one with service customization would achieve better

performance.

However, due to the closely coupled characteris-

tics between the data forwarding plane and the con-

trol plane in the traditional Internet, it is very hard to

offer customized services for all users especially with
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Fig.1. A concrete example to show the motivation: with the service customization, multiple vISPs can be generated to offer isolated
and unique services. (a) One ISP offers all 5G services (without service customization). (b) Multiple vISPs offer different kinds of 5G
services (with service customization).
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low cost. Therefore, many researches rely on using

SDN (software-defined networking) and NFV (network

function visualization) to separate the data forwarding

plane and the control plane, such that differentiated

services can be offered in a flexible way. For example,

Li et al. [6] constructed a service customization frame-

work based on SDN. With the global network view

and the centralized control ability, the network condi-

tions and status can be easily monitored and collected.

Based on it, this work [6] defines the mapping relation-

ship between service configuration and routing in diffe-

rent granularities and explored the economic relation-

ship between users and ISPs to achieve a better balance.

Besides, by leveraging the concept of NFV, the service

can be flexibly composed. For example, Gharbaoui et

al. [7] re-programmed the hardware-based middle-boxes

to virtual network functions (VNFs), such that these

VNFs can be flexibly composed to offer a quick service

customization [8].

As explained, the IPv6 protocol naturally supports

service customization, since it allows to store cus-

tomized information in the extended header fields. De-

spite this, such extended fields are used by most re-

searches to implement a better QoS routing instead of

designing proper service customization policies to guide

the traffic forwarding and routing. For instance, To-

movic and Radusinovic [9] simply generated, maintained

and deleted the flow label field to achieve a QoS rout-

ing solution. Targeting at addressing the security prob-

lems in network, a source address validation improve-

ment (SAVI) platform [10] was proposed. However, this

work [10] mainly focuses on validating the IP addresses,

while the reliability is also very important in network.

Nevertheless, the most typical actions responding to

network failures are the fast retransmit and recovery,

which would still occupy a lot of extra resources.

Aiming at addressing these challenges, this work

proposes a service customization and reliable routing

mechanism based on the idea of SDN. Specifically, the

service customization is fulfilled in three steps. Firstly,

the users’ demands on services are analyzed for cluster-

ing. Secondly, the service classification is implemented

from the perspective of ISPs. Thirdly, the Nash equilib-

rium is used to reach an economic balance between the

user satisfaction and the ISP profit. Then, we need to

transform the service customization into routing poli-

cies, where an optimized grey wolf algorithm is designed

to calculate the corresponding path and the link failure

model is also considered to finally achieve the reliable

routing. The main contributions of this work include

a new service customization framework, a service cus-

tomization scheme and a reliable routing mechanism.

In particular, the framework provides the working en-

vironment and interactive interface for the service cus-

tomization scheme and reliable routing. The service

customization scheme helps the proposed routing mech-

anism to make the reliable routing decision. The three

contributions are summarized as follows.

• We construct a new service customization frame-

work in this work, which is mainly composed of service

customization and optimization routing. The former

includes the functions of demand analysis, service clas-

sification and the corresponding economic model, while

the latter offers a routing algorithm to support such

service customization.

• We design a service customization scheme which

tries to satisfy the customers’ personal demands as well

as the ISPs’ expectations. In order to make them both

satisfied, the concept of Nash Equilibrium is applied.

Specifically, we try to reach a balance between cus-

tomers and ISPs to finally achieve a win-win situation.

•We design a reliable routing mechanism on the ba-

sis of a grey wolf algorithm, in which the situations of

both link failure and node failure are taken into consid-

eration. In addition, we apply the mutation action into

this mechanism to further optimize the routing process.

The rest of this work is organized as follows. Sec-

tion 2 presents the related work and Section 3 designs a

framework for service customization and routing. Sec-

tion 4 explains the service customization scheme and

builds a Nash Equilibrium between service providers

and service consumers. Section 5 discusses the pro-

posed reliable routing mechanism. Section 6 presents

the experimental results and Section 7 makes a conclu-

sion.

2 Related Work

According to the research of this work, we divide

the related work into two kinds, that is, service cus-

tomization and reliable routing.

2.1 Service Customization

Service customization is generally a process that

builds a mapping relationship between users’ require-

ments and the diverse service policies. The users’ re-

quirements can be further decomposed to the detailed

demands of quality of service (QoS). Recently, many

organizations or individuals are trying to apply the
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service customization methods into solving the rout-

ing configuration and service selection in many different

scenarios.

In order to implement the idea of service customiza-

tion, many researches were carried out. For example,

Li et al. [11] proposed a customized method for service

routing, in which two kinds of routing characteristics

are defined. The first one was coarse-grained and ab-

stracted, such that it was regarded as the fundamental

part. The second one was fine-grained and service-

oriented, such that it was more like polymorphism.

Based on the two kinds of defined routing character-

istics, different service paths could be dynamically ad-

justed to the users’ needs, which finally achieved multi-

dimensional routing to a certain extent. Instead of ser-

vice customization, Kumara et al. [12] focused on imple-

menting a service differentiated framework in the SDN

environment. This method mainly addresses the service

configuration problem for large-scale streaming appli-

cations and the service differentiation is guaranteed by

mining and analyzing the differences between require-

ments. Bu et al. [13] proposed a big data driven service

customization policy for SDN. This method can offer

different routing configurations for traffic transmission

by designing an accurate user demand model on the

basis of a large amount of history data. Besides, from

the perspective of the service provider, mining the inte-

rest relationship between users and providers could also

provide the economic analysis basis for service configu-

ration.

It is generally known that users all desire high ser-

vice quality. However, most of them cannot specify

their requirements about the QoS they want. In this

regard, Masruroh et al. [14] proposed a fuzzy inference

method for service selection without needing to con-

sider the detailed context of users and it uses the ser-

vice graph to represent the task workflow. Besides, this

method takes the service QoS related parameters as in-

put and the conditions that may violate the pre-defined

QoS hypothesis as output. Meanwhile, Han et al. [15]

also constructed a service graph to address the QoS sen-

sitivity problem, where the methods of local search and

global search were jointly used. Bhattacharya et al. [16]

proposed a service aware and composition model which

considers not only the differences of user requirements,

but also the cost optimization objective when satisfying

the QoS demands. Contrary to the customers, ISPs

know exactly what they want, that is, the higher the

profits, the better. For example, Xiao et al. [17, 18] pre-

sented an in-depth study of the commercial mobile vir-

tual network operators (MVNO), which introduces new

measurement and optimization methods to address the

fundamental concerns of MVNO.

In order to better support service customization,

some researches [19, 20] tried to use the technology of seg-

ment routing on the basis of the IPv6 protocol, which is

short for SRv6 (segment routing over IPv6). In particu-

lar, SRv6 can naturally support service customization,

by using the extra header fields of the IP packets. Tak-

ing this as the basis, Moravejosharieh et al. [19] proposed

a risk-based QoS routing algorithm by using the SRv6

technology. This algorithm tries to calculate and build

the maximum connections that can be supported by

the available resource, thus to reduce the time spent

on the request admission control. Meanwhile, Yan et

al. [20] tried to solve the QoS problem among different

IP domains by jointly using the SRv6 and flow la-

bels. On the one hand, SRv6 enables to implement

the service customization in an easier way to satisfy

customers’ requirements. On the other hand, the flow

label is lightweight and it can be used to further im-

prove the QoS performance, since the flow label based

model can accelerate the data transmission and balance

the resource utilization compared with the best-effort

and differentiated models. Despite the use of the flow

label, these methods cannot eventually offer the map-

ping between the service model and the final routing.

Apart from this, these methods are hard to adapt the

multi-constraint and multi-domain environment, since

their calculation convergence rate and the solution di-

versity could not be guaranteed.

2.2 Reliable Routing

One critical factor for guaranteeing the service qua-

lity is reliability, particularly the reliable routing, since

it can make sure that the customized service will not

break during the service cycle. Taking this into consid-

eration, a lot of researches have been proposed, includ-

ing some classical methods such as redundancy and fast

rerouting.

For example, Yang et al. [21] prepared the backup

routing path for important traffic, under which the

backup path is used immediately when faults occurred.

This backup method is implemented in two cases, that

is, with and without using labels. The label-based

case intends to encapsulate the backup message in the

packet header, while the other one would like to carry

the backup information in the data transmitted. How-

ever, the routing strategy of [21] simply follows the
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shortest path first principle. Besides, as a result of

the emergency of diverse novel network scenarios, these

cases are no longer adaptive enough. For example, the

novel SDN enables the IPv6 network with the capacities

of high flexibility and programmability [22]. However,

the centralized control and management characteristics

of SDN make the centralized controller a performance

bottleneck for IPv6 networks, which then may result in

a big trouble for achieving reliability.

New technologies and scenarios bring many bene-

fits as well as many challenges. For example, the cen-

tralized control of SDN enables to manage the network

from a global view, which could also result in perfor-

mance bottleneck. In this regard, to address these is-

sues, Papan et al. [23] tried to optimize the process of

fast re-routing by designing a new bit indexed explicit

replication method. In specific, this work would like

to avoid storing the state information of traffic in the

intermediate devices, such that the corresponding rout-

ing information can be stored firstly in a bit sequence.

After that, the traffic routing can be achieved in a dis-

tributed manner, which then avoids the performance

bottleneck caused by the centralized control in a cer-

tain extent. Similarly, Nobakht et al. [24] also tried

to solve such a performance bottleneck by building a

distributed management and control model for reliable

routing. In particular, this work calculated two totally

different paths across multiple domains, which means

that the two paths do not share the same intermediate

nodes. Among them, one path is regarded as the main

path, while the other is the backup path. Despite this,

there are multiple paths between any two nodes; hence

multiple paths can be calculated in the practical situa-

tion. Using part of these paths for data transmission

and the others for backup, we can not only improve the

traffic transmission efficiency, but also guarantee the

service routing reliability to a certain extent.

It was generally aware that the reliability of traffic

can also be reflected by how much the corresponding

QoS requirements are satisfied [25]. For instance, some

traffic may have great demand on security, such that the

traffic would be regarded to be unreliable if its security

demand could not be fully satisfied. Mart́ınez-Peñas

and Kschischang [26] tried to achieve a secure routing

by applying the technology of network coding protec-

tion (NCP) into the protection process of shared links

in IPv6 networks. By improving the security level of-

fered, this work could guarantee the reliability of links

in a great probability. Vignesh and Premalatha [27] pro-

posed a new reliable routing framework, in which the

problem is formulated as a multi-objective optimization

model, that is, the reliable routing is evaluated by diffe-

rent QoS performance metrics. By jointly taking many

QoS indicators (e.g., delay and throughput) into con-

sideration, this proposed framework can calculate one

optimal path, during which the path failure and in-

terference are both considered. Moreover, to achieve a

reliable routing, Milolidakis et al. [28] proposed a proba-

bility correlated failure (PCF) model for the case that

one single physical link may be shared by multiple logi-

cal links. Specifically, PCF can prepare a better backup

path based on the failure probabilities of each logical

link when the physical link shared by them is failed.

Furthermore, Wang et al. [29] adopted the technology of

machine learning to automate the configuration of ser-

vice routing and achieved better performance in scala-

bility and adaptability. However, we should be aware

that these methods are either proactive or reactive. The

former enables to recover from failure quickly with the

price of extra resources on backup paths, while the lat-

ter suffers from a slow calculation convergence rate with

the need to reserve resources for backup paths.

3 System Framework for Service

Customization and Reliable Routing

The service customization and reliable routing sys-

tem framework is designed and shown in Fig.2, where

it is composed of the network monitor, the service

customization module, the reliability routing module,

and the source address validation improvement (SAVI)

based platform [10]. In particular, the SAVI platform

is used to provide a secure environment for the experi-

ment. Based on this platform, the network monitor

module is in charge of monitoring the traffic and ser-

vice states. Once the situation that the QoS demand is

not satisfied has been detected, the service reconfigura-

tion process will be triggered. Importantly, the service

customization module consists of three steps which are

the demand analysis, the service classification and the

economic model. The three steps are used to parse and

analyze the arriving requests, during which the users’

demands on QoS and reliability are obtained and trans-

formed into customized service configurations. After

that, the routing module is used to calculate the rout-

ing path according to the customized service configu-

rations, in which an optimized grey-wolf algorithm is

designed. Finally, the evaluation module is used to ver-

ify and evaluate the performance of the proposed work.
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Specifically, the network monitor runs periodically

to monitor the underlying conditions, for example, the

QoS performance of services and the reliability condi-

tions of routing paths. Once the QoS performance is

detected not to be satisfied any more or the reliability

guarantee is failed, the service customization and rout-

ing processes will be triggered. For the normal arriving

requests, the service customization module will analyze

them first to obtain users’ requirements, because the

services demanded by the users can actually reflect their

requirement patterns. From the perspective of ISPs,

the services provided by them can be used to form a

general service classification model. Then, in order to

make a balance between users and ISPs, a game theory

based economic model is introduced in the service cus-

tomization module. By reaching the Nash equilibrium

between users and ISPs, the balance between them can

be achieved. Once a service request arrives, it will then

be handled by this economic model to calculate a cus-

tomized service policy. Then, this customized service

policy will be forwarded to the routing module, which

will then be transformed to a set of routing instructions

to finally implement the service customization and pro-

vision. After that, the methods of service customization

and routing will be evaluated accordingly in the evalua-

tion module. Throughout the whole process, the SAVI

platform offers a basic secure environment for testing

the proposed framework and mechanism.

As explained, the core parts of this work are service

customization and routing. They are actually executed

in strict order, that is, the routing is carried out after

the service customization. Hence, we then comprehen-

sively introduce and discuss them in sequence.

4 Service Customization

The service customization consists of three parts

which are demand analysis, service classification and

economic model. The main notations used for formula-

tion are summarized in Table 1.

4.1 Demand Analysis

The service customization is implemented according

to users’ demands. Hence, we need to first analyze their

demands which are closely related to the QoS and the

Table 1. Notations

Notation Meaning

maxB,minD,minJ,minP Expected performance of bandwidth, delay, jitter and packet loss rate of users respec-
tively

priceE,O Expected price and other value-added services of users respectively

minB,maxD,maxJ,maxP QoS performance of bandwidth, delay, jitter and packet loss rate guaranteed by ISPs
respectively

B,D, J, P Actual service performance of bandwidth, delay, jitter and packet loss rate respectively

U(B), U(D), U(J), U(P ), U(price) User satisfaction on bandwidth, delay, jitter, packet loss rate and price respectively

U(USR), λ1, λ2, λ3, λ4, λ5 Overall satisfaction of users and the weight parameters for the satisfactions on band-
width, delay, jitter, packet loss rate and price respectively

cost, price1, price2, price3 Service cost and the prices in terms of three different pricing strategies respectively

U(ISP ) Satisfaction of Internet service providers

G(N,E) Network topology abstraction with nodes and links

bandwidth(e), delay(e), jitter(e), loss(e) Bandwidth, delay, jitter and packet loss rate of the link e ∈ E respectively

cost(p), reliability(p),Υ Cost and reliability of path p ∈ PATH, and the default reliability level

F, fB, fD, fJ, fP, Φ(x) A fitness function and the functions used to calculate the punishment factors for diffe-
rent performance indicators of bandwidth, delay, jitter, and packet loss rate respectively

D,X,A,C D is the distance between source and destination; X indicates the corresponding posi-
tions; A and C are the coefficient factors for the grey wolf algorithm

θi,j , θ
′
i,j Probability of selecting node j as the next move from node i with and without a muta-

tion respectively



1498 J. Comput. Sci. & Technol., Nov. 2022, Vol.37, No.6

service level agreement (SLA). The basis indicators of

QoS include the bandwidth, the delay, the jitter and the

packet loss rate, based on which we implement the pre-

liminary service customization. Usually, there are many

kinds of services which include the file transfer, voice

call, video conference, etc. Now, given a certain kind

of services, from the perspective of users, they expect

the best performance at a reasonable price. Assuming

that one user gives the price denoted by priceE, then

the corresponding service demand can be customized

by the five-tuple (maxB,minD,minJ,minP, priceE),

where maxB is the maximum bandwidth, minD is the

minimum delay, minJ is the minimum jitter, and minP

is the minimum packet loss rate demanded by this user

with the expected price of priceE when accessing such

kind of services. However, apart from these basic in-

dicators, there are also many additional and optional

services (e.g., security and reliability) that should be

considered nowadays. For example, there are five secu-

rity levels and the default one is level 1. If the cus-

tomers do not explicitly state their security require-

ments, the service will be offered at the default secu-

rity level. However, if the customers want a higher

security level, they have to offer extra payment. In

this regard, we extend the five-tuple to a six-tuple

(maxB,minD,minJ,minP, priceE,O), where O is a

set notation including at least one additional service.

4.2 Service Classification

We classify the services into eight levels based on

the basic QoS requirements which include the band-

width, delay, jitter and packet loss rate. Generally,

the higher the service level, the better the performance

from the perspective of users. However, given the same

price, a higher service level may damage the profits of

ISPs. Thus, a balance between users and ISPs should

be reached. Given the same kind of services, different

ISPs may have different settings and approaches. The

same point is that these ISPs all need to satisfy the

users’ demands as many as possible, while guaranteeing

their own profits at the same time. In this condition,

the service QoS parameters can be described by the

four-tuple (minB,maxD,maxJ,maxP ), where minB

is the minimum bandwidth, maxD is the maximum de-

lay, maxJ is the maximum jitter andmaxP is the maxi-

mum packet loss rate that can be guaranteed by ISPs

respectively. ISPs provide the performance lower limit,

while users desire the performance upper limit. Such a

contraction results in that we cannot design the model

and strategy only from the view of one side. In this re-

gard, the game theory is introduced between users and

ISPs to achieve a win-win service customization.

Now, jointly taking the above conditions into con-

sideration, the actual service performance can be de-

scribed as follows:
minB 6 B 6 maxB,

minD 6 D 6 maxD,

minJ 6 J 6 maxJ,

minP 6 P 6 maxP,

(1)

where (B,D, J, P ) in (1) indicates the actual service

performance of bandwidth, delay, jitter and packet loss

rate respectively. In particular, the additional value-

added services are set to default when there is no ex-

plicitly statement.

4.3 Nash Equilibrium Based Economic Model

As explained, the user satisfaction (how satisfied the

users are with the services provided by ISPs) conflicts

with the ISP satisfaction (how satisfied ISPs are with

their profits). In order to make a balance between them,

we need to firstly calculate the utility functions for the

four basic indicators based on the Gaussian member-

ship function. Let us denote it by U(∗), and then we

have:

U(∗)

=



1,

if ∗ 6 min∗,∀∗ ∈ {D,J, P}||∗ > maxB,

e
(∗−max∗)2

(∗−min∗)2 ,

if min∗ 6 ∗ 6 max∗,∀∗ ∈ {B,D, J, P},
ε,

if ∗ = max∗,∀∗ ∈ {D,J, P}||∗ > minB,

0,

if ∗ > max∗,∀∗ ∈ {D,J, P}||∗ < minB,

(2)

where the value of ε approaches to 0, ∗ ∈ {B,D, J ,

P}, U(B), U(D), U(J), U(P ) are the utility functions

for bandwidth, delay, jitter and packet loss rate re-

spectively, max∗ ∈ {maxD,maxJ,maxP} and min∗ ∈
{minD,minJ,minP}.

The value of U(∗) is proportional to the user sat-

isfaction, such that the higher the value of U(∗), the

higher the user satisfaction towards this performance

metric. However, the service price is another key as-

pect that should be focused, since it also affects user

satisfaction as well. The expected price is denoted by
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priceE and we denote the maximum price the users

can accept by priceM . Then, assuming that the actual

transaction price is price, the user satisfaction on prices

is formulated as follows:

U(price) =


1, if price 6 priceE,

ε, if price = priceM,

0, if priceM < price,

1− price−priceE
priceM−price , otherwise.

(3)

Combining (2) and (3), the user satisfaction can be

calculated as follows:

U(USR) = γ1U(B) + γ2U(D) +

γ3U(J) + γ4U(P ) + γ5U(price), (4)

where (4) should be under the constraints that γ1+γ2+

γ3 + γ4 + γ5 = 1 and U(USR) ∈ [0, 1].

It is noted that the higher the user satisfaction, the

more likely the users will accept the services. Then, de-

noting the cost for one kind of services by cost and the

profit desired by ISP by profit, three pricing strategies

are designed. The first one is cost-oriented, which sets

the price on the basis of the service cost, that is,

price1 = κcost, (5)

where κ > 1 in (5) is the price coefficient.

The second one is profit-oriented, which means that

the price is determined by the profit they want, that is,

price2 = profit+ cost, (6)

where profit in (6) is expected to be as high as possible

by ISPs under the condition that U(∗) > 0.

The third one is sales-oriented, which tries to maxi-

mize the service acceptance rate to finally increase the

total profits. Generally, the higher the user satisfaction,

the more likely they will accept the service; hence, it

follows that

profit = (price3 − cost)× U(USR),

=⇒ price3 =
profit

U(USR)
+ cost, (7)

where U(USR) ∈ [0, 1] in (7) is expected to be as high

as possible by users.

According to the three pricing strategies, the ISP

satisfaction is formulated as follows:

U(ISP ) =

{
0, if price 6 cost,
pricei−cost
pricei

, otherwise,
(8)

where pricei in (8) indicates the price under the i-th

(i ∈ [1, 3]) pricing strategy.

During the service customization process, we cannot

simply maximize the benefits of one side (i.e., user or

ISP), but reach a balance between them. In this way,

the game theory [5] is introduced. Specifically, given λ

services and the three pricing strategies, we first present

the corresponding strategy matrix (U)λ,3, where any

pair (U(USR)i,j , U(ISP )i,j)(∀i ∈ [1, λ], j ∈ [1, 3]) indi-

cates the user satisfaction and the ISP satisfaction when

using the j-th pricing strategy for the i-th kind of ser-

vices. Then, in order to make both sides satisfied, the

Nash equilibrium between the user and the ISP should

be reached. If ∃(U(USR)i,j , U(ISP )i,j), which makes{
U(USR)i,j > U(USR)i′,j′

U(ISP )i,j > U(ISR)i′,j′
, i 6= i′, j 6= j′, (9)

satisfied, then, (U(USR)i,j , U(ISP )i,j) constrained in

(9) is a Nash equilibrium solution and we regard it

as the pricing policy between the ISP and the user to

achieve the win-win situation.

5 Reliable Routing

5.1 Problem and Model

After the service customization, the corresponding

routing should be carried out by transforming the con-

straints into the final service path. In this work, the

network topology is abstracted as an undirected graph

G(N,E), where N is the set of nodes and E is the

set of links. Given any request with customized ser-

vice demand, we can find all the paths satisfying such

customized requirements and store them in the set no-

tation PATH. However, the selected path (denoted by

p) for this customized service should satisfy the follow-

ing objective and constraints:

minimize:
cost(p)

reliability(p)
,∀p ∈ PATH

s.t. min{bandwidth(e)|e ∈ p} > minB,

max{jitter(e)|e ∈ p} 6 maxJ,∑
e∈p

delay(e) 6 maxD,

∑
e∈p

loss(e) 6 maxP,

(10)

where e is a link of p ∈ PATH, and bandwidth(e),

delay(e), jitter(e), loss(e) indicate the actual at-

tributes of bandwidth, delay, jitter and packet loss rate

of this customized service on e respectively. cost(p) in-

dicates the cost for building path p and it is determined
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based on the pricing strategy. reliability(p) calculates

the reliability of this path according to the full proba-

bility formula as follows:

reliability(p)

= Pr(p|e1)Pr(e1) + Pr(p|e2)Pr(e2) + · · ·+
Pr(p|em)Pr(em)

=

m∑
i=1

Pr(ei)Pr(p|ei),

(11)

where m is the number of links of p and ei is the i-th

link belonging to p.

Let us assume that the default reliability level is de-

noted by Υ, and then the problem model is updated as

follows:

minimize: (10)

s.t. reliability(p) > Υ.
(12)

5.2 Grey Wolf Based Routing Algorithm

As explained, we design an optimized grey wolf algo-

rithm to solve the routing problem. Generally, the grey

wolf algorithm simulates the unique leadership struc-

ture and hunting mode of grey wolfs. This algorithm

divides the wolf population based on the individual fit-

ness to the environment. The higher the fitness, the

higher the position of this wolf and the more likely

it will capture the food. According to the leadership

structure of grey wolfs, there are one α wolf, one β wolf

and one δ wolf, while the rest of them are denoted by ω.

The α wolf has the highest status and it is responsible

for making hunting and management decisions, while

the β and the δ wolf have the second and the third

highest status respectively and they will assist the α

wolf to manage the rest wolfs. Similarly, in this work,

we regard the destination (e.g., contents) as the food

and each path (∈ PATH) to the destination as the

route for a wolf to find the food. Hence, the routing

process can be modeled as the grey wolf model.

The grey wolf algorithm generally has better perfor-

mance in dealing with the models without constraints.

Jointly taking this and (12) into consideration, we for-

mulate the fitness function for paths to destination to

initially construct the grey wolf leadership structure in

our problem, as follows:

F (p) =
reliability(p)

(fB + fD + fJ + fP )× cost(p)
,∀p ∈ PATH,

(13)

where

fB = Φ(min{bandwidth(e)|e ∈ p} −B),

fD = Φ(D −
∑
e∈p

delay(e)),

fJ = Φ(J −
∑
e∈p

jitter(e)),

fP = Φ(P − (1−
∏
e∈p

(1− loss(e)))).

(14)

In particular, fB , fD, fJ , fP are the functions used

to calculate the punishment factors for different perfor-

mance indicators. It is noted that the core part of (14)

is Φ(x) which is defined as follows:

Φ(x) =

{
1, if x > 0,

0, otherwise,
(15)

where Φ(x) = 1 means that the performance of this

selected path is not satisfied.

According to (13)–(15), the initial fitness values of

all paths can be calculated and we sort them in de-

scending order, where the first three paths are denoted

by {pα, pβ , pδ} and the rest are stored in pω. Then, the

corresponding leadership structure is built. Based on it

the initial positions of grey wolfs can be obtained and

stored in vector X(0). Now, we introduce the optimized

grey wolf algorithm: ∀t > 0, it follows that:

D = |C ·Xp(t)−X(t)|,
X(t+ 1) = Xp(t)−A×D,

(16)

where t is the number of iterations, Xp(t) is the posi-

tion of food after the t-th iteration (i.e., the optimal

solution), X(t) is the position of grey wolfs after the

t-th iteration (i.e., the potential solution), D is the dis-

tance between the food and the grey wolf, and A,C are

coefficient factors calculated as follows:

A = 2a× r1 − a,
C = a× r2,

(17)

where a decreases from 2 to 0 linearly with the number

of iterations, and r1, r2 are random numbers between 0

and 1.

(16) and (17) mean that the wolfs have surrounded

the food. After that, wolfs β and δ will hunt the food

under the guidance of α, during which the positions of

the wolf and the food would be changed and updated
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as follows:

(9)&(10) =⇒


Dα = |C1 ·Xα(t)−X(t)|,
Dβ = |C2 ·Xβ(t)−X(t)|,
Dδ = |C3 ·Xδ(t)−X(t)|,

=⇒


X1 = Xα(t)−A1 ×Dα,

X2 = Xβ(t)−A2 ×Dβ ,

X3 = Xδ(t)−A3 ×Dδ,

=⇒Xp(t+ 1) =
X1 + X2 + X3

3
,

(18)

where Dα, Dβ , Dδ in (18) indicate the distances among

α, β, δ and ω respectively.

As we formulate the iteration process, now we

should simulate the process of attacking, that is, the

wolfs attack the food to get the optimal solution, which

is implemented by the decreasing of a from 2 to 0 lin-

early as shown in (17). Accordingly, the value of A

also ranges in [−a, a]. In particular, if |A| 6 1, that is,

within [−1, 1], the next positions of wolfs will be closer

to the food. Otherwise, when 1 < |A| 6 2, the wolfs will

be far away from the food, which means getting away

from the optimal solution, and this may eventually lead

to a local optimum situation.

5.3 Optimization

As explained, we formulate the leadership structure

as {pα, pβ , pδ, pω}. Then, let us present the correspond-

ing link probability matrix as follows:
0 θe0, 1 . . . θe0, |N |

θe1, 0 0 . . . θe1, |N |
...

...
. . . θe1, |N |

θe|N |, 0 θ
e
|N |, 1 . . . 0

 , (19)

where θi,j ∈ [0, 1] indicates the probability of selecting

node j as the next move from node i.

Apparently, given any node i, θi,j is constrained by

(20) as follows: ∑
j∈[1,|N |]

θi,j = 1. (20)

To avoid the local optimum situation, we introduce

a mutation in (19) after each iteration, as follows:

θ′i,j =

{
1− e−θi,j , if θi,j > 0,

0, otherwise.
(21)

We mainly focus on the mutation of the α wolf, since

it is responsible for deciding the optimal solution. The

previous path for α is pα. Now, after the mutation of

the link probability matrix according to (21), the new

path for α may be generated and we denote it by p′α.

Calculating the fitness value of both paths according to

(13), if F (pα) 6 F (p′α), then we replace pα by p′α as the

new route for the α wolf to find the food. Otherwise,

we will accept pα as the solution with the probability

of exp(∆f/t), where ∆f = F (pα)− F (p′α).

6 Performance Evaluation

6.1 Setup

The proposed algorithm is implemented by C++

language and evaluated on the SAVI platform with two

real-world topologies, that is, the CERNET2 and the

Internet2 respectively. As shown in Fig.3, the CER-

NET2 topology is used to simulate a small-scale net-

work environment with 20 nodes and 22 links, while

the Internet2 topology is used to simulate a large-scale

network environment with 64 nodes and 75 links.

During the experiments, we offer eight kinds of ser-

vices and each has its own basic QoS requirements.

The size of traffic for each service request is set to

10k and every node is able to generate requests. In

order to simulate the real-world workloads, the traf-

fic generation follows the Poisson distribution with the

Access-IPv6 Source 
Address Validation

Inter-IPv6 Source 
Address Validation

Intra-IPv6 Source 
Address Validation

(b)(a) (c)

Fig.3. Topologies and the SAVI platform. (a) CERNET2. (b) Internet2. (c) SAVI.
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mean parameter set to 10, that is, the average num-

ber of requests generated by each node is 10 in one

second. Besides, in order to simulate the reliability en-

vironment, the nodes and links are separated into the

high-failure and low-failure ones. In particular, the pro-

portion of the high-failure node/link is set to 2.5% and

the corresponding failure probability is randomly deter-

mined in [0.1%, 0.5%] following the power-law distribu-

tion with the index of −0.73. The failure probability

of the low-failure node/link is randomly determined in

[0.01%, 0.1%] following the power-law distribution with

the index of −1.35.

The hardware environment used to support this sim-

ulation is an x64 PC platform with Interr CoreTM i7-

6700 CPU at 3.40 GHz, 16 G RAM, on which a vir-

tual machine with the Linux OS is generated to run

the experiments. Besides, the simulation will run 100

times and each one will last for above three hours. After

that, the average results are calculated and presented

in Subsection 6.3.

6.2 Metrics and Benchmarks

In order to comprehensively evaluate the proposed

work, four metrics are used for evaluation, which are

the average delay, the service reliability, the user satis-

faction and the ISP satisfaction, as follows.

• Average Delay. It indicates the average time spent

on transmitting a packet and it is calculated by dividing

the overall transmission time of the flow by the number

of its packets.

• Service Reliability. It indicates the reliability of

the whole service path and it is closely related to the re-

liability of each link belonging to this path as expressed

by (11).

• User Satisfaction. It indicates the satisfaction de-

gree that users have on the services provided by ISPs

and it is influenced by the factors of bandwidth, delay,

jitter, packet loss rate and price as expressed by (4).

• ISP Satisfaction. It indicates the satisfaction de-

gree of ISPs and it is mainly reflected by the profit they

make as expressed by (8).

Then, we compare the proposed algorithm with two

benchmarks in terms of the above four metrics. Specifi-

cally, the first benchmark (i.e., benchmark 1) is the clas-

sical Open Shortest Path First (OSPF) [21] algorithm

and the second one (i.e., benchmark 2) is a function

learning based algorithm [29]. They are explained as

follows.

• Benchmark 1. It operates on the basis of OSPF

and selects the shortest path as the optimal one. In this

work, the link weight for benchmark 1 is set according

to the delay of this link.

• Benchmark 2. It is designed based on the multi-

layer feed-forward neural network which takes the his-

tory customized services as the training input and uses

the back propagation algorithm for parameter adjust-

ment and model optimization.

6.3 Results

6.3.1 Average Delay

The average delay actually evaluates the time spent

on packet transmission (including the connection estab-

lishment time and the propagation time) and the results

are shown in Fig.4, where Fig.4(a) illustrates the result

achieved in the CERNET2 topology and Fig.4(b) il-

lustrates the result achieved in the Internet2 topology.
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Fig.4. Results of average delay. (a) Average delay vs the number of service requests in CERNET2. (b) Average delay vs the number
of service requests in Internet2.
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On the one hand, as shown in Fig.4(a), we can notice

that the proposed algorithm has a higher average delay

than the other two benchmarks. Benchmark 1 has the

lowest average delay. One reason for this phenomenon

is that we need to carry out the service customization

process before routing, which consumes a lot of time at

the beginning. On the contrary, benchmark 1 mainly

needs to spend time on routing (e.g., path calculation

and packet routing) without the service customization

by using the shortest path first strategy, such that the

overall time consumed by benchmark 1 is much lower.

By optimizing the service model with a training pro-

cess, benchmark 2 can also reduce the time spent on

service customization. Despite this, the maximum de-

lay of the proposed mechanism does not exceed 7 ms,

which is under the acceptance. In addition, benchmark

2 performs weak when the service model is subjected to

multiple constraints, since these constraints will natu-

rally limit the training speed and effect. Such a con-

clusion is reflected in Fig.4(b), where the average delay

of benchmark 2 exceeds that of the proposed algorithm

when the number of services exceeds 8 ×103. Then,

the more the users, the more the requirements they

will have, which leads to multiple constraints.

On the other hand, observing the results in both

Fig.4(a) and Fig.4(b), it is discovered that with the in-

creasing of the number of service requests, the average

delay also increases. Nevertheless, the increasing rate

of the proposed algorithm is slower, because the ser-

vice customization process designed by the proposed

algorithm would save a lot of history configuration in-

formation. Then, when the number of service requests

becomes huge, we have a great probability to encounter

the service requests having the same customization re-

quirements and such a probability is proportional to

the number of service requests. In this way, we do not

need to re-implement the service customization process,

but to reuse the history configuration, which promotes

the calculation speed greatly and thus naturally slows

down the average delay increasing rate of the proposed

algorithm in the long run.

6.3.2 Reliability

The reliability evaluates the ability of algorithms

on guaranteeing the service performance when suffer-

ing from network failures. The corresponding results

are shown in Fig.5, where Fig.5(a) illustrates the re-

sults achieved in the CERNET2 topology and Fig.5(b)

illustrates the results achieved in the Internet2 topol-

ogy. It is easy to note that the proposed algorithm

achieves better performance than the two benchmarks

in both CERNET2 and Internet2. The main reason is

that the proposed algorithm jointly takes the customer

individual demands and the ISP profits into considera-

tion when implementing the service customization. In

particular, a balance between users and ISPs will be

reached based on the Nash Equilibrium theory, such

that the win-win solution can be finally provided. Un-

der this condition, the resource is fully leveraged and

more available resources will be used for reliability guar-

antee. Compared with the proposed algorithm, bench-

mark 1 offers the kind of best-effort services, which may

waste the bandwidth sometimes and lead to unreliable

situations. The function learning model used by bench-

mark 2 inevitably suffers from training errors, which

directly leads to reliability problems.

In addition, another common phenomenon in both

Fig.5(a) and Fig.5(b) is that the reliability decreases
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Fig.5. Results of reliability. (a) Reliability vs the number of service requests in CERNET2. (b) Reliability vs the number of service
requests in Internet2.
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with the increasing number of service requests. The

larger the number of the service requests, the more the

bandwidth resource will be occupied. Once the availa-

ble bandwidth resource cannot support the number of

arriving requests, the performance bottleneck appears,

which directly results in the decline in reliability. More-

over, by calculating the decreasing rate, we discover

that the reliability of the proposed algorithm decreases

slower than that of the other two benchmarks with the

increasing of the number of service requests. In this

regard, the proposed algorithm and benchmark 2 both

introduce a reliability indicator when building their ob-

jective models, while benchmark 1 does not. Besides,

the best-effort service model of benchmark 1 results in

low resource utilization, which is another reason lead-

ing to this phenomenon. Meanwhile, the proposed al-

gorithm and benchmark 2 both adapt the service path

configuration according to users’ preferences to maxi-

mize the reliability. However, due to the over-fitting

issue of the learning model used by benchmark 2, its

reliability is lower than that of the proposed algorithm.

6.3.3 User Satisfaction

The user satisfaction is related to many factors in-

cluding the bandwidth, delay, jitter, packet loss rate

and price as indicated by (4). We calculate this met-

ric against different network loads and show the results

in Fig.6, where Fig.6(a) illustrates the user satisfac-

tion achieved in the CERNET2 topology and Fig.6(b)

illustrates the user satisfaction achieved in the Inter-

net2 topology. In particular, we vary the network load

from 0% to 100% to comprehensively test the perfor-

mance of the proposed algorithm. As can be seen from

Fig.6(a) and Fig.6(b), the proposed algorithm achieves

the best performance. Meanwhile, the performance of

benchmark 1 is the worst, since it mainly relies on using

the integrated service model for service provision, and

it simply rejects the service request once the amount of

available resource is lower than that required. In con-

trast, the proposed algorithm and benchmark 2 use the

differentiated service model to make a balance among

different services and to ease the burden caused by the

shortage of available resources. Despite this, there is

a certain probability that benchmark 2 may lead to

the over-fitting issue when using the back propagation

algorithm to train the model. This situation is more

obvious with the increasing of the network load, since

the performance gap between the proposed algorithm

and benchmark 2 becomes larger with the increasing of

the network load.

Another two extreme conditions should also be no-

ticed. Specifically, the first one is that when the net-

work load reduces to zero (0%), the user satisfaction

does not increase to 100%. This phenomenon is rea-

sonable, because we need to make a balance between

the users and the ISPs. In particular, the zero percent

network load condition actually means that there are

a lot of available resources which can be used to pro-

vide a better service quality for users. However, from

the perspective of ISPs, they would want users to pay

more for the high-quality services. Although the users

are quite satisfied with the QoS provided, they may

not be very happy about the price. QoS and the price

are two critical factors affecting the user satisfaction.

Hence, any one aspect not being fully considered will

lead to the situation that the user satisfaction cannot

reach 100% even when the network load becomes zero.

On the other hand, when the network load is 100%,
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Fig.6. Results of user satisfaction. (a) User satisfaction vs network load in CERNET2. (b) User satisfaction vs network load in
Internet2.
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the user satisfaction of benchmark 1 reduces to zero di-

rectly, since it will reject all the arrived service requests

at the case. In contrast, due to the win-win solution of-

fered by the proposed algorithm, its user satisfaction

can remain stable (between 75% and 90%) when the

network load changes from 0% to 100%.

6.3.4 ISP Satisfaction

The results of ISP satisfaction are shown in Fig.7,

where Fig.7(a) illustrates the ISP satisfaction achieved

in the CERNET2 topology and Fig.7(b) illustrates the

ISP satisfaction achieved in the Internet2 topology. We

can discover the similar phenomenon as indicated by

Fig.6, that is, the proposed algorithm has the highest

ISP satisfaction and benchmark 1 has the lowest ISP

satisfaction. As explained, the proposed algorithm in-

tends to achieve a win-win solution, which means that

the proposed algorithm tries to not only maximize the

profits, but also prevent users from rejecting the ser-

vices of a high price. Such a design obviously improves

the satisfaction of ISPs. However, different from the

user satisfaction that goes down with the growth of the

network load, the ISP satisfaction is actually on the

opposite. Specifically, it increases with the growth of

network load, because the higher the network load, the

more the services offered by ISPs, and thus the more the

profits that ISPs may gain. Besides, the proposed al-

gorithm not only tries to maximize the profits, but also

prevents users from rejecting the services due to the

high price, which is another reason that the ISP sat-

isfaction achieved by the proposed algorithm is higher

than that by the benchmarks.

In order to clearly show the relationship between

user satisfaction and ISP satisfaction, we evaluate the

two metrics against the network load using the same

algorithm. The corresponding results are shown in

Fig. 8, where Fig. 8(a) compares the user satisfaction

and the ISP satisfaction achieved by the proposed algo-

rithm, Fig.8(b) compares the user satisfaction and the

ISP satisfaction achieved by benchmark 1 and Fig.8(c)

compares the user satisfaction and the ISP satisfaction

achieved by benchmark 2. Apparently, it is noted that

the changing trend of the user satisfaction is on the

opposite of the ISP satisfaction, which means that we

cannot achieve optimum results for both sides. Hence, a

better compromise between them becomes important,

which accords with the practical situation, since the

user satisfaction and the ISP satisfaction are actually

contradictory to a certain extent. Given the fixed net-

work load, another phenomenon is that the sum of the

user satisfaction and the ISP satisfaction does not equal

100%, which means that there is no clear relationship

between them.

Furthermore, in order to show the stability of al-

gorithms, we also calculate the difference between the

user satisfaction and the ISP satisfaction achieved by

these algorithms. Specifically, the difference fluctua-

tion ranges of the proposed algorithm, benchmark 1 and

benchmark 2 are [0.005, 0.167], [0.021, 0.801] and [0.02,

0.168] respectively. Hence, the stability of the proposed

algorithm and benchmark 2 is similar and higher than

that of benchmark 1, such that they are able to adapt to

the dynamically changing network environments more

easily.
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Fig.7. Results of ISP satisfaction. (a) ISP satisfaction vs network load in CERNET2. (b) ISP satisfaction vs network load in Internet2.
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Fig.8. Comparison of user satisfaction and ISP satisfaction. (a)
User satisfaction/ISP satisfaction vs network load of proposed
algorithm. (b) User satisfaction/ISP satisfaction vs network load
of benchmark 1. (c) User satisfaction/ISP satisfaction vs network
load of benchmark 2.

7 Conclusions

This work intended to provide customized services

for satisfying customers’ individual demands. To ful-

fill this target, a service customization framework was

designed, in which we proposed a service customiza-

tion scheme and a grey wolf optimization based reliable

routing mechanism. The system framework is respon-

sible for providing the working environment and inte-

ractive interfaces for the service customization scheme

and the reliable routing mechanism. In particular, the

service customization scheme is responsible for classi-

fying demanded services based on the analysis of user

requirements, while the routing mechanism was pro-

posed to transform the customized service into routing

policies, during which the reliability is achieved. The

experimental results indicated that the proposed mech-

anism could achieve better performance, improving the

routing reliability by about 8.42%, the user satisfac-

tion by about 15.5% and the ISP satisfaction by about

17.75% respectively. The future researches include ex-

ploring scalable and automatic service customization

and routing by using intelligent technologies.
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