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Abstract    Traditional Chinese painting (TCP) is an invaluable cultural heritage resource and a unique visual art style.

In recent years, there has been a growing emphasis on the digitalization of TCP for cultural preservation and revitaliza-

tion. The resulting digital copies have enabled the advancement of computational methods for a structured and systemat-

ic understanding of TCP. To explore this topic, we conduct an in-depth analysis of 94 pieces of literature. We examine the

current use of computer technologies on TCP from three perspectives, based on numerous conversations with specialists.

First, in light of the “Six Principles of Painting” theory, we categorize the articles according to their research focus on

artistic elements. Second, we create a four-stage framework to illustrate the purposes of TCP applications. Third, we sum-

marize the popular computational techniques applied to TCP. This work also provides insights into potential applications

and prospects, with professional opinion.
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1    Introduction

Originating  from  the  Han  Dynasty,  traditional

Chinese painting (TCP) has been a primary art form

in  China[1],  characterized  by  artistic  expressions  de-

picted on paper and silk with brushes dipped in black

ink and Chinese pigments. TCP has been used to ex-

press  the  author's  artistic  creativity  and  insinuate

criticism of the society, philosophy, and politics of the

time  (Fig.1(a)).  Existing  studies  on  TCP  mainly  fo-

cus  on  its  history,  explanation,  and  appreciation  of

paintings,  as  well  as  various  styles  and  techniques.

However,  these  are  typically  conducted  through  a

close-reading and case-study approach based on paint-

ing theories[4], which while insightful, is time-consum-

ing and unscalable for studying the patterns and evo-

lution trends of TCP that have emerged over the cen-

turies.

Recent  advances  in  computer  technology  have

greatly improved the efficiency of TCP research. For

example,  convolutional  neural  networks  (CNNs)  de-

tect and segment the elements in TCP[5–7], while gen-

erative  adversarial  networks  (GANs)  generate  TCP

and  perform  style  transfer[8–12].  However,  applying
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these  deep  learning  techniques  to  TCP  requires  a

comprehensive  understanding  of  their  characteristics.

For instance, although AI-generated TCP may resem-

ble  the  originals  when  viewed  from  afar,  the  brush-

stroke details can be far from natural.  Moreover, the

visual  objects  are  often  mislocated  about  the  TCP

composition  style.  Oil  paintings  have  similar  chal-

lenges  and  have  been  studied  about  their  specific

characteristics,  such as stroke composition[13–18].  Nev-

ertheless, such analyses and conclusions cannot be di-

rectly  applied  to  TCP,  since  they  differ  greatly  in

terms of format, techniques, and material (see Table 1).

They have different requirements for ink diffusion ef-

fects, point-of-view considerations, and painting tech-

niques to depict textures.

Various  papers  on  computer  vision  techniques

have been conducted mainly from the perspectives of

aesthetic judgment and stylization. DiVerdi[19] investi-

gated  the  modular  framework  for  digital  paintings

and  loosely  addressed  TCP by  calligraphy.  Zhang et
al.[20] surveyed systems of  photographs and paintings

from the perspective of aesthetic evaluation. Kyprian-

idis et  al.[21] reviewed methods  for  transforming  pho-

tos  into  aesthetically  stylized  renderings.  Li et  al.[22]

conducted  a  review  of  the  computer  methods  used

during  various  stages  of  production  and  preservation

of  Chinese  cultural  heritage.  TCP,  however,  is  only

viewed  as  a  common  format  of  image  data  in  these

papers,  which  overlooks  the  peculiarities  of  Chinese

paintings' data attributes and analysis tasks.

To  bridge  the  gap  between  general  image  data

and TCP, we conduct a systematic review of the liter-

ature on key areas including data visualization (VIS),

computer  vision  (CV),  computer  graphics  (CG),  and

human-computer interaction (HCI). We draw inspira-

tion from the TCP appreciation theory and adapt the

“Six  Principles  of  Painting” to  modern  concepts  for

categorizing  the  collected  literature  (Section 3).  In

collaboration  with  Chinese  painting  specialists,  we

propose a four-stage framework to review the purpos-

es  of  using  computational  techniques  in  TCP  (Sec-

tion 4).  We  then  classify  the  recent  computer-aided

techniques from the perspectives of task, feature, and

rendering  (Section 5).  Lastly,  we  report  the  discus-

sions  with  specialists  about  the  current  drawbacks

and potential future applications of computer technol-
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Fig.1.  (a) “The Night Revels of Han Xizai” (Gu Hongzhong, 10th-century, Handscroll,  28.7 cm × 335.5 cm) [2] mainly depicts the
scene of a night banquet hosted by Han Xizai, the prime minister of the Tang Dynasty. (b) Sections of a painting. (c) Iron wire. (d)
Five distinct parts. (e) Ink and color on silk. (f) “The Night Watch” (Rembrandt van Rijn, 1 642 363 cm × 437 cm) [3] depicts the
scene of a night patrol by the civic militia. (g) Focus perspective. Both paintings, (a) and (f), depict group portraits in terms of their
subject matter, depicting dozens of characters. However, there are significant differences in terms of the materials, format, and tech-
niques used in the paintings.

 

Table  1.    Differences Between Traditional Chinese Painting and Oil Painting

Aspect Traditional Chinese Painting Oil Painting

Format The point of views can come from different scenes (Fig.1(d));
contain several sections (Fig.1(b))

Depict the scene from a focal perspective (Fig.1(g))

Technique Objects are depicted by different brushwork systems, e.g.,
wrinkling techniques for landscapes and calligraphic-line
techniques for figures. (Fig.1(c))

Focus on realism, using light and dark tones to
express the texture of objects (Fig.1(f))

Material Painting black ink and Chinese pigments (similar to gouache
paint) on paper and silk (Fig.1(e))

Applying the mixture of pigments and drying oils
with diverse plasticity on wood and canvas (Fig.1(f))
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ogy to TCP (Section 6). We believe this paper can of-

fer an explanation, insights,  and examples into every

aspect of TCP, thus making way for a more compre-

hensive  appreciation.  An  interactive  browser  of  this

paper is available online①. 

2    Methodology

This  section  describes  the  paper  collection  meth-

ods,  the  expert  collaboration  process,  and  the  proce-

dures for coding articles. 

2.1    Methods and Corpus

We  construct  a  literature  corpus  based  on  key-

word- and  relation-search  methods.  We  focus  on

TCP-related  keywords  (e.g., “Chinese  landscape

painting", “Chinese  ink  wash  painting",  and “Chi-

nese  brush  painting"),  resulting  in  an  initial  88  pa-

pers. To expand our literature corpus, we further use

the relation-search method. We identify eight influen-

tial  papers  from  the  initial  corpus  and  exhaustively

traverse their references and citations, which expands

the corpus to 112 papers. We assess the corpus based

on  relevance,  focusing  on  publications  that  probe

methodologies  and  applications.  Papers  on  theory[23]

and  evaluation[24] are  excluded.  Despite  extensive  re-

search  on  brushes,  we  only  include  those  relevant  to

TCP,  discarding the  calligraphy-related articles[25, 26].

Finally, the corpus comprises 94 papers. 

2.2    Collaboration with Domain Experts

Over the past year, we have been working closely

with  two experts  to  strengthen our  understanding  of

the  specialized  and  unique  domain  of  TCP.  The  ex-

perts include a professor with over 20 years of exper-

tise in TCP, and a doctoral candidate in TCP theory

with  five  years  of  experience.  Our  collaboration  con-

sists  of  the  following  stages.  Firstly,  we  consult  ex-

perts  about  the  domain  knowledge  of  TCP  and  the

domain  interpretation  of  some exemplar  papers.  Sec-

ondly, we iteratively refine the analysis framework for

applying  computer  technology  to  TCP.  Finally,  we

explore  research  challenges  and opportunities  by  dis-

cussing  the  findings  and  proposing  future  research

projects. 

2.3    Coding and Classification

Through iterative discussions with experts, we an-

alyze  the  corpus  from  three  perspectives:  research

scope  in  TCP  (Section 3),  specifically-targeted  prob-

lem (Section 4) and the use of computer-based meth-

ods  (Section 5).  To  differentiate  the  TCP  research

from image  data  analysis  properly,  the  TCP charac-

teristics  should  be  considered.  We  notice  that  the

“Six Principles of Painting” has summarized the most

important  considerations  for  drawing  and  appreciat-

ing TCP. We use it as the coding scheme for catego-

rizing the literature with different targeted problems,

i.e.,  the  concerned  artistic  elements.  In  addition,  we

evaluate  the  current  analysis  of  TCP  and  conclude

with  a  paradigm  that  outlines  the  components  and

purposes of TCP analysis that are supported by mod-

ern  computer  techniques.  Specifically,  the  paradigm

includes  the  digitalization,  interpretation,  creation,

and exhibition of TCP. Lastly, we code the papers in

the  corpus  according  to  the  types  of  computational

techniques they utilize rather than the concrete algo-

rithms that are largely interchangeable.

During the paper analysis, three authors indepen-

dently code 94 papers over four weeks②. The classifi-

cation  criteria  are  refined  during  the  coding  process.

In  cases  where  there  are  disputes  regarding  catego-

rization, all authors are involved in debates to reach a

consensus. For instance, we first restrict the classifica-

tion of the papers using the “Resonance of the Spirit”
in  the  Six  Principles  of  Painting  to  the  subjective

evaluation  of  static  Chinese  painting  images.  After

deliberation,  we  decide  this  idea  should  be  expanded

to  include  animations,  as  this  is  deemed  a  more  ex-

pressive art form that could be evaluated by the prin-

ciple of “Resonance of the Spirit". 

3    Six Principles of Painting

The Six Principles of Painting[27] were proposed in

the sixth century to serve as the grading standards of

TCP. Xie proposed and used these principles  to rate

previous paintings in the book Gu Hua Pin Lu (Notes

on  the  Criticism of  Old  Paintings)[27].  They  have  re-

mained  influential  today  and  shaped  how  TCP  is

drawn  and  appreciated.  We  select  the  translations

collected in  [28]  to  clarify  these  principles  in  the  fol-

lowing subsections of this section. 
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3.1    Resonance of the Spirit, Movement of Life

The  first  principle  emphasizes  the  delivery  of  vi-

tality  in  the  objects  and  emotions.  This  principle  is

considered  the  most  important,  upon  which  the  re-

maining  principles  were  developed[27].  While  the  res-

onated  spirits  and  lively  movements  are  difficult  to

evaluate  objectively,  we  adopt  their  semantic  mean-

ing and define them as techniques that aim to induce

emotional arousal and engage audiences.

Papers within this category analyze the conveyed

emotions  and  use  this  information  to  recreate  capti-

vating  paintings  on  various  devices.  For  example,

Zheng et  al.[29] utilized  machine  learning  methods  to

extract  relevant  features  and  classify  TCP  with  the

conveyed emotions. To enhance the emotional expres-

sions,  other  work[30–32] attempts  to  make  the  objects

in  the  paintings “alive” (e.g.,  animations).  Conse-

quently, the paintings can be interpreted more vivid-

ly. In recent years, a significant amount of efforts[33–37]

have  utilized  mixed  reality  technology  to  display

TCP,  giving  viewers  new  perspectives  on  appreciat-

ing the paintings. 

3.2    Bone Manner, Structural Use of Brush

The  bone  method  corresponds  to  the  use  of  the

brush. Calligraphy and paintings highly influence one

another, with each brush stroke having its own struc-

ture,  texture,  and  meaning.  We  define  this  principle

as  rendering  techniques  that  involve  brush  strokes.

There are 36 articles discussing the bone method from

the following aspects:

Stroke Extraction. Some articles focus on identify-

ing  and  replicating  the  distinctive  brushstrokes  of

TCP[38–48].  Frequent  subjects  in  TCP,  including

mountains[49], rocks[50], and trees[51], are imitated.

Ink  Simulation. TCP  is  created  using  brushes

dipped in black ink or Chinese pigments, diffusing on

rice  papers  or  silk,  making  the  simulation  of  ink  ef-

fects a heavily studied area[52–62].  On the other hand,

the physical model of the brush itself also deserves in-

depth analysis[63–66].

Style Recognition. Xieyi and Gongbi are two rep-

resentation  styles  of  TCP[67].  Xieyi  uses  techniques

that  privilege  the  spontaneity  of  the  line  (Fig.2(a)).

Gongbi uses highly detailed brushstrokes that precise-

ly delimit details (Fig.2(b)). These stroke characteris-

tics classify diverse painting styles[70–72]. 

3.3    Conformity  with  the  Objects,  Obtaining

Their Likeness

Chinese painters develop a distinct way of depict-

ing objects in the world. Compared with their West-

ern  counterparts,  objects  in  Chinese  paintings  are

more  surreal.  This  principle  is  reinterpreted  as  ex-

tracting objects from TCP and depicting and sketch-

ing natural objects in the TCP artistic style. Six arti-

cles[73–78] study  the  TCP  classification  according  to

the extracted objects, and three articles[79–81] produce

text descriptions (i.e.,  instance-level captions) for the

objects in TCP. Additionally, 17 articles conduct the

style  transfer  for  natural  objects  with  TCP  art

styles[8–12, 82–93]. 

3.4    According  to  the  Species,  Applying  the

Colors

The  suitability  of  a  type  often  appears  to  judge

the correct use of colors. Inks must be applied in mul-

tiple  layers  to  achieve  the  desired  tone  in  the  draw-

ing process.  Since  inks  and papers  react  to  the  envi-

ronment  and  receive  damage,  ancient  paintings  have

lost their original states and must be adequately con-

served.  This  principle  corresponds  to  color  analysis

and restoration of paintings. Papers that fall into this

category  concentrate  on  understanding  the  object

classes[94–99] and performing further  actions  (e.g.,  col-

or  enhancement[100–102]).  Additionally,  understanding

the color of  TCP is  crucial  for repairing them. Some

papers  employ  computer  technologies  to  address  the

issues of deteriorating paper and fading color[6, 7, 103–106]. 

3.5    Plan and Design, Place and Position

Division and planning refer to the positioning and

arrangement  of  objects  respectively.  Papers  in  this

category concentrate on analyzing and enhancing the

 

(b)(a)

Fig.2.  (a) Liang Kai's “Immortal in Splashed Ink"[68] exempli-
fies the Xieyi style, using wet strokes of monochromatic ink to
create  the  immortal's  cloth,  while  (b)  Ma  Lin's “King  Yu  of
Xia"[69] exemplifies  the  more  elaborate  Gongbi  style  for  cloth-
ing patterns.
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composition.  A  unique  layout  characteristic  in  Chi-

nese  painting is  the  concept  of “void” (white  space).

It  is  believed  that  leaving  some  part  of  the  paper

blank  could  induce  more  imagination  in  readers'

minds[107, 108]. The seals, preface, and postscript are al-

so  significant  components  of  the  composition  of

TCP[109, 110]. 

3.6    Transmit Models by Drawing

Prior  to  the  invention  of  printers,  the  manual

replication of paintings was required to facilitate their

distribution  and  use  as  commodities.  Copying  the

classics and antique masterpieces also helps amateurs

improve  their  skills  by  closely  observing  the  tech-

niques. Papers in this area have concentrated on digi-

tizing  TCP  and  displaying  them  on  various  devices,

as  well  as  replicating  the  process  of  painting  for  the

purposes of painting practice and education. The pri-

mary  distinction  between  this  principle  and  the  oth-

ers is that these methods, such as high relief[5], virtu-

al  reality  reconstruction[111],  and  interactive

devices[112, 113], focus on precise reproduction and min-

imal  modification  from  the  original  copies.  Under-

standing the painting process[114–117] of TCP is partic-

ularly  useful  for  painting  practice  and  education.  It

also provides a practical basis for painting generation. 

4    Analytical Framework

In this section, we propose a framework for apply-

ing  computational  techniques  in  TCP  based  on  the

state-of-the-art  and  the  expertise  of  domain  experts.

As shown in Fig.3, the framework involves four typi-

cal  stages,  from the “digitalization” and “interpreta-

tion” of  existing  paintings  to  the “creation” of  new

artworks.  These  three  stages  will  also  serve  the  pur-

pose of “exhibition". 

4.1    Digitalization

The  digitalization  stage  involves  transforming

physical  raw  TCP  into  digital  signals  or  codes,  pri-

marily  as  digital  images.  These  images  could  form  a

large corpus of TCP, comprising hundreds and thou-

sands of artworks that can hardly be accessed physi-

cally in one place. Therefore, this stage presents tech-

nical  requirements  for  storage,  retrieval,  and restora-

tion.

Storage  requires  storing  a  large  number  of  TCP

digital  images  in  the  database.  Many  image-related

techniques are developed to store and show paintings

smoothly  with  different  levels  of  detail.  However,

there  is  little  research  targeting  the  storage  of  TCP

digital  images,  which  incorporates  specific  query  and

analytical requirements. For these large databases, in-

formation  retrieval  efficiently  searches  for  interesting

series of paintings from different dimensions. In addi-

tion  to  the  metadata  of  TCP,  such  as  authors  and

themes, content-based image retrieval utilizes similari-

ties  of  paintings  in  terms  of  visual  features[73, 93, 95].

Restoration  of  TCP  deals  with  pigment  fading  and

paper aging[103] in the digitalization stage. Chen et al.[7]

simulated  the  aging  and  reverse-aging  phenomena.

Several studies apply image recovery techniques to re-

store  the  electronic  forms of  TCP in  terms of  stroke

and brush[103] and colors[7, 104–106]. 

4.2    Interpretation

After obtaining the digital formats of the original

TCP, the next stage is to interpret them by applying

computational approaches. The aspects of interpreta-

tion  vary  from  micro-level  analysis  (e.g.,  colors  and

objects[79, 80]),  meso-level  analysis  (e.g.,  emotion  ex-

traction[80]),  to  macro-level  analysis  (e.g.,  the  layout

of the painting and white space analysis[107]).

In  terms  of  techniques,  the  majority  of  the  cur-

rent  work  falls  into  two  categories:  local  and  global

feature extraction. The former emphasizes the identi-

fication  of  relevant  features,  including  handcrafted

features  (e.g.,  brushwork[87, 94] and  color[88, 97])  and

learned features with deep learning technologies (e.g.,

object detection[76, 84]). The latter focuses on classifica-

tion's  effectiveness,  such  as  accuracy,  in  which  most
 

Digitalization (9)

Storage

Retrieval

Restoration

(3)

(6)

Interpretation (28)

Local Feature Extraction

Global Feature Extraction

(21)

(7)

Creation (47)

Image Generation

Video Generation

Others

(39)

(5)

(3)

Exhibition (10)

Touch Screen

Mixed Reality

Others

(3)

(5)

(2)

Fig.3.  Analytical framework for applying computational techniques in TCP analysis. The numbers represent the paper count of each
category and show the distribution of research focus.
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work utilizes learned features[74, 84]. 

4.3    Creation

After  obtaining  useful  features  and  insights  from

the  analysis  of  existing  paintings,  another  large  pro-

portion of studies focuses on the creation of new art-

works. Image generation and video generation are two

mainstream creation outcomes.

Image  Generation. The  majority  of  studies  focus

on  generating  new  paintings,  considering  the  unique

characteristics  in  style  and  the  artistic  elements  of

TCP  based  on  the  Six  Principles  of  Painting.  Style

transfer  takes  existing  inputs  (e.g.,  photos  and  pre-

pared  sketches)  and  outputs  generated  TCP

artworks[9, 11, 12].  Several studies also modify the con-

tent of the original input such as face replacement[11].

In  addition  to  generating  from  existing  materials,  a

few  studies  have  experimented  with  creating  art-

works from scratch, including both content and style

generation[8].

Video Generation. With the development of com-

puter animation, a line of work has explored creating

videos  in  a  TCP  style,  aiming  to  express  the  Spirit

Resonance  in  the  Six  Principles  of  Painting  from  a

new  perspective.  They  could  be  classified  into  two

categories according to the input and animation enti-

ties.  The  first  category  is  to  input  an  existing  video

and apply video style transfer to transform the whole

frame[30, 32].  The  second  category  is  to  input  a  TCP

and  animate  entities  such  as  characters  and  animals

on the painting[30, 46, 87]. In addition, 2.5D artworks[5, 92]

and  video  scribing  showing  the  construction  of  TCP

for educational purposes[114] are explored. 

4.4    Exhibition

As  an  essential  type  of  artwork,  exhibition  is  a

typical stage for promoting TCP to the general audi-

ence.  In  addition  to  the  traditional  approach  of  ar-

ranging items one by one in the museum, studies have

been exploring interactive approaches to engage audi-

ences in the exhibition. Existing work could be classi-

fied into three categories according to the interactive

platforms, namely, touch-screen-based, XR-based, and

others.

Touch  screens  are  commonly  applied  in  today's

museums.  Hsieh et  al.[113] presented  an  interactive

tabletop  for  audiences  to  view  detailed  regions  of

TCP. Subramonyam et  al.[112] developed an iPad ap-

plication, “Rice  Paper”,  for  artists  to  highlight  and

annotate key information of the TCP for the general

public. They also printed a tangible booklet based on

this application to guide audiences.  CalliPaint[89] is  a

system that allows audiences or artists to convenient-

ly create TCP-based digital artworks.

With  the  development  of  immersive  devices,  XR

(Mixed Reality) has become a new creation platform

for  curators  and  artists.  Several  studies[34, 35, 111] re-

construct  TCP in  the  VR (Virtual  Reality)  environ-

ment  with  3D  or  2.5D  characters  and  objects.  They

are intended to provide an immersive experience that

the  static  TCP  cannot  fulfill.  Jin et  al.[33] evaluated

the  engagement  of  audiences  when  showing  TCP  on

the touch screen and the VR platform.

In addition to the touch screen and XR, other in-

teractive  installations  are  also  studied,  such  as  using

sensors to capture audiences' walking in the 3D space

to generate Chinese Shanshui Paintings[83] and apply-

ing a real-time projector-camera system for audiences

to interact with TCP[37]. Sound is also important sup-

plementary  information  for  the  exhibition,  as  it  can

help users better understand the content of the paint-

ing. Ma et al.[36] embedded the audio explanation in-

to  the  local  area  of  the  Chinese  painting,  thus  en-

abling the user to move the focus to get an explana-

tion  of  the  corresponding  area  while  enjoying  the

painting. 

5    Computational Techniques

In  this  section,  we  will  discuss  computational

techniques applied to TCP. Although TCP and natu-

ral  images  are  similar  in  their  modality  to  pictures,

they differ in terms of techniques used for interpreta-

tion and creation.  We organize  and elaborate  on the

techniques  from  three  perspectives:  tasks  for  which

computational  techniques  are  used  (Subsection 5.1),

extracted  features  which  the  models  use  for  these

tasks  (Subsection 5.2),  and  rendering  techniques  in

which the model generates new paintings (Subsection

5.3).  These  categories  of  each  aspect  are  listed  in

Fig.4. 

5.1    Tasks

Previous  work  on  TCP  mainly  focuses  on  tasks

that resemble those in computer vision. Nevertheless,

considering  that  TCP has  distinct  characteristics  (as

presented  in Section 3)  compared  with  natural  im-

ages  and  videos,  handling  these  tasks  requires  more
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TCP-specific designs and contributions.

Image  Classification. TCP  can  be  classified  ac-

cording  to  multiple  attributes  (e.g.,  artists,  painting

techniques,  and  painting  subjects).  Annotating  TCP

with  attributes  can  improve  the  retrieval  experience

and  help  understand  the  painting.  Distinguishing

TCP  typically  requires  expert  knowledge,  which  is

time-consuming and expensive. Therefore, it is neces-

sary to train automatic models for accurate TCP clas-

sification.

Many studies[39–42, 44, 97] classify TCP according to

the  artists  in  that  the  painting  styles  of  different

artists tend to be distinct. Specifically, for describing

artists'  painting  styles,  Li  and  Wang[40] adopted  a

mixture  of  multiresolution  hidden  Markov  models,

and  Liu  and  Jiang[97] adopted  various  algorithms,

such as Bayes, FLD, and SVM classifiers. Sun et al.[42]

proposed  artistic  descriptors  with  Monte  Carlo  Con-

vex Hull for feature selection and used SVM for clas-

sification.  Previous  methods  typically  utilize  tradi-

tional  image  processing  techniques  for  classification.

In contrast, [44], [42], and [39] utilize MLPs or CNNs

for distinguishing artists' styles.

TCP  has  two  mainstream  painting  techniques,

Gongbi  (a  meticulous  style,  focusing  on  details)  and

Xieyi  (an  ideographic  style,  expressing  artists'  feel-

ings).  Jiang  and  Wang et  al.[70] applied  discrete  co-

sine transformation and CNNs for  classifying Gongbi

and Xieyi paintings, achieving promising performance.

Some  other  work  focuses  on  classifying  landscape

paintings,  bird-and-flower  paintings,  and  human/fig-

ure paintings. Meng et al.[96] applied a modified VGG

network  for  painting  subject  classification,  achieving

93.8% accuracy. Since TCP is closely related to callig-

raphy,  [110]  distinguishes  TCP  from  calligraphy  ac-

cording to the Chinese characters' structures and the

differences in image composition. Li and Zhang[75] pro-

posed an LSTM-based model to classify TCP into five

categories:  ancient  trees,  people,  flowers-and-birds,

Jiangnan water-bound town, and ink paintings. How-

ever,  these  categories  overlap  with  each  other  in  the

TCP  concept,  which  inevitably  limits  the  model's

generalization ability.

Image  Segmentation. Image  segmentation  was

studied in TCP with traditional morphological meth-

ods,  yet  recent  neural  network-based  methods  have

not  been  explored.  There  are  two  reasons:  1)  it  is

hard  to  collect  large-scale  training  datasets  of  TCP,

which  requires  domain  knowledge  for  annotation;

2)  the  object  boundaries  of  TCP  (specifically  a  key

category,  Xieyi  painting)  are  hard  to  determine,  as

shown  in Fig.2(a).  Despite  these  difficulties,  Hu  and

Wang[100] tried to extract the foreground objects from

a human-designed saliency map,  which has a smaller

dependency  on  the  scale  of  data.  Some  work[5–7] de-

composes  the  painting  into  multiple  layers  to  obtain

foreground  objects  or  stroke  segmentation.  On  the

other  hand,  the  frontispiece  and  colophon  are  vital

components of TCP (as shown in Fig.1(e)), thus Bao

et  al.[109] proposed  a  rule-based  method  to  extract

these scripts.

Object  Detection. Directly  adopting  natural  im-

age-tailored  deep  learning  models  for  detecting  ob-

jects (e.g., figure, plant, flower) in TCP tends to have

poor  performance[76].  [84]  utilizes  modified  YOLOv3

and RetinaNet, and [76] proposes a modified RPN by

assembling  low-level  visual  information  and  high-lev-

el  semantic  information.  Apart  from  the  categories

that also appear in natural images, a traditional Chi-

nese  painting  may  contain  many  seals  that  identify

the owners and collectors in a long history, and auto-

matically detecting these seals can greatly help under-

stand the artwork[98].

Image  Generation. TCP  has  its  styles  (e.g.,  ink

wash  painting,  white  space)  compared  with  other

painting types,  such as oil  painting. Early work tries

to transfer a natural image into ink wash paintings by

adjusting colors and textures[6, 48, 88, 90] based on tuned

hyper-parameters.  These  early  methods  are  learning-

free,  thus  typically  requiring  tuning  hyper-parame-

ters for each image. Recent studies[8–12] have made ef-

forts  to  create  TCP  with  generative  adversarial  net-

works  that  transfer  noises  or  natural  images  into

paintings  by  adversarial  training.  Some  other

studies[85] perform style  transfer  methods  with  CNNs

by  separately  learning  semantic  information  and

styles from two source images and generating a blend-

ing image. These methods are machine learning mod-

els, requiring several training samples for learning mil-

lions of parameters.

Apart  from regarding  the  painting  as  a  whole  to

generate,  another  group  of  work  considers  that  Chi-

 

Stroke-Based  (34)
Image-Based  (18)
Geometric-Based  (8)

Handcrafted Features  (46)
Learned Features  (25)

(a)

Image Classification  (19) 
Object Detection  (3)
Video Generation  (9) 

Image Segmentation  (5)
Image Generation  (42)
Others  (15)

(c)(b)

Fig.4.  Categories of computational techniques applied to TCP
with paper counts. (a) Task. (b) Features. (c) Rendering.
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nese  paintings  employ  brush  strokes  and  ink  to  de-

pict objects on paper or silk.  Specifically,  some stud-

ies[50, 56, 62, 64, 66, 116] model either the brush or various

stroke  shapes,  pursuing  better  texture  simulation  of

real  brush  strokes.  With  the  specifically  modeled

brushes,  users  can  draw  Chinese  paintings  stroke  by

stroke  on  the  screen,  instead  of  drawing  on  paper

with a real brush[71, 83, 89]. Considering the characteris-

tics  of  rice  paper  and  silk,  a  large  number  of  early

work[54, 57, 58, 60, 91, 93, 101] models  the  ink  diffusion  on

the  rice  paper  and  silk,  seeking  to  improve  the  real-

ism of paintings. In addition, previous methods focus

on  creating  digital  Chinese  paintings.  Yao  and

Shao[117] built a painting robot to handle the brushes

and drew real paintings by simulating human actions.

Video  Generation. We  divide  the  work  on  TCP

video generation into three classes  according to their

targets: 1) displaying the painting process, 2) animat-

ing  objects,  and  3)  natural  video  style  transfer.  For

the first target, a few studies[114, 115] focus on the cre-

ation  of  Chinese  painting,  proposing  to  display  the

painting  process  of  brush  strokes  for  TCP.  In  this

way, brush trajectory can be animated for both edu-

cation and appreciation purposes. For the second tar-

get, some other studies[31, 32, 46, 87] present methods to

animate figures, flowers, and water for a vivid repre-

sentation of elements in Chinese paintings. Zhao and

Ma[35] built a visualization system to build 2.5-dimen-

sional stories about Chinese poetry, displayed by 360-

degree videos, which is expected to provide an immer-

sive appreciation of poetry in Chinese painting styles.

For the third target, Liang et al.[30] displayed a deep

learning  based  multi-frame  fusion  framework  to  styl-

ize  natural  videos  with  ink  wash  styles.  In  the  pro-

cess  of  transferring,  object  coherence  between  adja-

cent frames is specifically considered for semantic con-

sistency.

Others. Apart from the discussed tasks in CV and

HCI  above,  there  are  various  tasks  involving  TCP,

such  as  color  recovery[106],  poet  generation  from

TCP[79, 80],  Chinese  painting  retrieval[73, 78, 95],  white

space  understanding[107],  and  digital  image  enhance-

ment[7, 103–105]. 

5.2    Feature Extraction

There  are  abundant  features  in  TCP that  distin-

guish them from many other painting genres. To help

users analyze and learn from TCP, many researchers

extracted  features  for  downstream  tasks,  such  as

painting  classification  and  creation.  We  summarize

the features of TCP into two categories,  handcrafted

features,  and  learned  features,  according  to  the

methodology of feature extraction. 

5.2.1    Handcrafted Feature

The  handcrafted  features  are  extracted  by  rule-

based  methods  and  reflect  the  specific  aspects  of

TCP.

Brushwork  is  an  important  feature  in  depicting

the bone method of the paintings. Typically, the TCP

is created with brushes dipped in ink, and the ink per-

meates through the rice paper, creating the unique shape

of  the  brush  strokes.  To  automatically  generate  the

TCP,  a  wide  range  of  studies[52, 63, 87, 90, 92, 94, 101, 117]

focus  on  simulating  the  diffusion  effect  of  color  ink.

Wang and Wang[93] proposed a physically-based mod-

el  with  a  texture  synthesis  method  to  simulate  the

color ink diffusion. Chu and Tai[54] introduced a fluid

flow model  to  calculate  the percolation in the paper.

In  addition,  the  brushwork  is  related  to  the  visual

complexity  of  the  paintings.  Dense  thin  strokes  can

increase  the  complexity  while  sparse  thick  strokes

lower  the  complexity.  Fan et  al.[108] measured  stroke

thickness  based  on  the  calculation  of  color  change.

Combining the  analysis  of  stroke  structures  with the

ink  dispersion  densities  and  placement  densities,  Lai

et  al.[87] generated  animations  for  water  flow  in  the

TCP  according  to  the  stroke  pattern  groups  of  the

flow field.

Color is another significant factor and implies the

types of the TCP style[7, 77, 80, 88, 93, 97]. Liu et al.[97] ex-

tracted the color information of the paintings by cal-

culating  the  mean  and  variance  values  of  the  image

pixels  and  used  them  to  support  painting  classifica-

tion  tasks.  Color  can  also  be  used  in  painting  re-

trieval[95], painting style modeling[80], and painting en-

hancement[7].  Over  time,  ancient  Chinese  paintings

have  faded  and  aged,  requiring  human  restoration.

Pei et al.[104, 105] designed color enhancement schemes

to improve the image contrast,  making the paintings

more vivid and bright.

Objects, such as the scenery in the paintings, are

the  basic  elements  of  the  painting  composition  and

contain semantic information. Zhang et al.[78] extract-

ed  objects  by  labeling  pixels  according  to  their  con-

nectivity in a pre-processed image and using them for

image retrieval. Feng et al.[80] extracted the objects in

the TCP and used them to describe the painting con-

tent and create the painting poetry.  Zhao and Ma[35]
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built  a  TCP-style  image  repository  for  basic  objects,

supporting users to create immersive videos for poet-

ry appreciation.

Scripts  are  written  in  the  empty  space  of  the

paintings  and  serve  as  complementary  expressions  of

the creators' artistic ideas. Bao et al.[109] automatical-

ly identified and extracted the scripts from the paint-

ings  according  to  their  colors  and  regions.  Several

studies also focus on other features of the TCP, such

as  the  white  space[108],  composition[41],  and  seal  im-

ages[98]. 

5.2.2    Learned Feature

With the fast development of deep learning tech-

nology,  many  studies  have  introduced  deep  learning

models to learn the features of TCP. Based on the la-

beled data of TCP, supervised learning methods, and

YOLOv3  are  applied  in  object  detection[76, 80, 84] and

image classification[74, 84, 96]. As the stylistic features of

the TCP are unique from other paintings,  it  is  valu-

able  to  learn  the  stylistic  features  to  transfer  neural

images  into  TCP.  A range  of  studies[8, 10, 12, 30] focus

on capturing the stylistic features of TCP with adver-

sarial  training,  a  classical  learning  strategy  in  unsu-

pervised learning. In contrast, Li and Zhang[75] intro-

duced weakly-supervised learning for semantic classifi-

cation in the scenario with a limited number of train-

ing images. 

5.3    Rendering

TCP rendering techniques are adopted in the pro-

cess of image and animation generation. According to

the focus on used techniques in rendering, we classify

the TCP rendering methods into three classes: stroke-

based, image-based, and geometry-based. 

5.3.1    Stroke-Based Rendering

Users  can  create  TCP  through  simulated  paint

brushes  to  be  rendered  on  a  digital  canvas.  Strass-

mann  and  Hairy[62] proposed  a  realistic  model  of

painting including Brush (a series of bristles with ink

supply and positions), Stroke (a set of parameters like

position  and  pressure),  Dip  (a  procedure  to  assign

states  to  each  bristle  of  the  brush),  and  Paper  (the

carrier of ink as it comes off the brush). With the four

elements,  one  can  build  an  interactive  or  automatic

painting software on the computer.

Typically, there are two types of methods to gen-

erate  brush  strokes.  The  first  method  models  the

stroke boundaries with Bézier or B-spline curves and

then  fills  the  closed  curves  with  designed  textures.

The other method directly models the two-dimension-

al  brush,  such  as  the  work  of  Strassmann  and

Hairy[62].  However,  the  brush  bristles  are  visually

fixed in shape, and thus users cannot apply such an e-

brush  with  their  realistic  painting  skills.  Some

studies[65, 66] develop “soft” brushes  in  which  the

shape  of  the  bristle  bundle  varies  in  response  to  the

forces given by users. Furthermore, Xu et al.[64] mod-

eled brushes with writing primitives (a bundle of hair

bristles),  instead  of  each  single  brush  bristle,  to  im-

prove the simulating realism. To further simplify the

model  complexity,  Bai et  al.[63] proposed  a  geometry

model  to  simulate  the  entire  brushes,  instead  of  a

large  amount  of  bristles.  A  dynamic  model  was  also

introduced  to  simulate  the  brush  deformation  under

internal  and  external  forces.  Previous  methods  focus

on modeling general brush strokes, while some meth-

ods propose tailored algorithms to model  specific  ob-

ject  shapes  and  textures  such  as  rocks[50],  trees[49],

bamboos[117],  and  water[32].  Instead  of  small  brush

strokes, Fu et al.[5] decomposed the painting into im-

age layers with each layer representing a class of spe-

cific  strokes.  With  these  stroke  layers,  they  can  cre-

ate a new high relief, an art form between 3D sculp-

ture and 2D painting.

For  animation  generation,  Xu et  al.[46] built  a

brush  stroke  library  obtained  from  painting  experts

and animated the paintings by decomposing them in-

to  brush  strokes  and  changing  these  strokes.  Zhang

et al.[32] created running water animations with a nov-

el  proposed  painting  structure  generation  method,

which  is  used  to  estimate  water  flow  line  positions.

Previous methods create brush trajectories relying on

manual  inputs.  Yang  and  Xu[115] automated  this  by

modeling  the  brush  footprint  from  paintings.  In  the

automation  process  of  extracting  brush  trajectory,

some methods[114] reconstruct the drawing process by

estimating and animating brush stroke order.

Apart from the brush strokes, ink diffusion in paper

fibers structure is  also a critical  characteristic,  which

has  been  studied  in  literature[51, 54, 57, 59–61, 91, 93, 101].

Specifically,  Kunii et  al.[61] proposed  a  multidimen-

sional diffusion model to simulate the ink density dis-

tribution as in real paper. Some studies[53, 58, 60, 93] fur-

ther  simulate  the  ink  of  brush  strokes  on  various

types of  paper based on physical-based models.  Con-
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sidering  the  potential  blending  of  multiple  strokes,

Yeh et  al.[65] and  Yu et  al.[59] built  the  ink  diffusion

simulation  model  with  multi-layered  structures  of

brush and paper,  respectively.  Chu and Tai[55] creat-

ed paintings with intricate ink diffusion effects using a

lattice  Boltzmann equation and accelerated the  algo-

rithm in real-time with both CPU and GPU. 

5.3.2    Image-Based Rendering

Previous  methods  mainly  focus  on  modeling  the

brush  strokes  and  ink  diffusion  for  interactive  paint-

ing  creation.  From  another  technical  route,  one  can

directly synthesize Chinese painting from existing im-

ages. For instance, Yu et al.[48] proposed a framework

for  image-based  painting  synthesis.  Specifically,  the

authors  built  a  brush stroke texture primitive collec-

tion  and  mapped  those  texture  primitives  to  a  con-

structed  mask  image.  Apart  from  blending  strokes,

some studies propose style transfer methods to trans-

form natural  pictures  into  paintings,  involving  hand-

crafted feature-based flow[88, 90, 91] or deep neural net-

works.  Typically,  style  transfer  models  that  utilize

deep  neural  networks  are  data-driven[8–12, 85],  charac-

terized  by  training  the  model  with  tailored  training

program and large-scale datasets. For instance, Chip-

GAN[10] consists  of  a  generator  and  a  discriminator,

where the generator is trained to transfer photos into

paintings  while  the  discriminator  is  trained  to  dis-

criminate the generated paintings and real  paintings.

Meanwhile,  ChipGAN  requires  thousands  of  images

for training the model due to the large-scale trainable

parameters.

For animating Chinese paintings, Liu et al.[31] pro-

posed  a  sample  point  processing  method  to  preserve

the  style  of  brush  strokes  and  determine  control

bones,  and  a  skeleton-based  deformation  method  for

animation  generation.  Liang et  al.[30] leveraged  deep

neural  networks  for  transferring  natural  videos  into

ink  wash  painting-style  videos.  To  enhance  temporal

consistency  between  video  frames,  the  authors  intro-

duced  multi-frame  fusion  and  implemented  instance-

aware  style  transfer,  which  helps  generate  paintings

with proper white space. 

5.3.3    Geometry-Based Rendering

Stroke-based  and image-based  rendering  are  both

from the view of computer vision. Instead, geometry-

based methods adopt the view of  computer graphics.

Chan et  al.[38] decomposed  the  brush  stroke  like  fea-

tures  into  layers  of  procedural  shaders  and  then

mixed  different  layers  to  construct  desired  effects  in

3D  models.  Some  studies[47, 49, 52] synthesize  objects

with ink painting styles by building polygonal models

or  extracting  silhouettes,  and  then  mapping  specific

textures on the models. Amati and Brostow[92] devel-

oped  a  webcam-based  system  to  capture  the  process

of user drawing plants and build corresponding 2.5-di-

mensional  digital  models.  Different  from  previous

methods, Shi[86] built landscape paintings from a 3-di-

mensional  city  model  by  generating  mountains  from

buildings and assigning ink painting styles. 

6    Challenges and Opportunities
 

6.1    Lack of Large-Scale and High-Quality

Datasets

The  lack  of  large  and  high-quality  open-access

datasets  is  a  crucial  reason hindering the  further  de-

velopment  of  traditional  Chinese  painting  research.

According to our paper, some studies have announced

that  they  have  produced  a  few  Chinese  painting

datasets[8, 12, 73, 74, 95]. For example, Liong et al.[74] con-

structed  an  unlabeled  dataset  containing  more  than

1 000 Chinese paintings, and Dong et al.[73] collected a

labeled  dataset.  However,  these  datasets  are  limited

in  size  and  have  not  been  made  open-source.  Build-

ing a large and high-quality Chinese painting dataset

faces several challenges.

Data  Availability.  As  most  Chinese  paintings  are

held  in  museums  and  private  collections  all  over  the

world, there is a problem of copyright ownership. It is

particularly  difficult  to  collect  online  resources  on

Chinese paintings.

Data Quality. Many famous Chinese paintings are

large in size, rich in details, and difficult to preserve,

leading  to  the  high  cost  of  digitizing  Chinese  paint-

ings and a high technical barrier for generating high-

definition pictures.

Data Diversity. Chinese paintings contain relative-

ly  independent  items,  such  as  colophons  and  seals

that  can  be  used  for  analyzing  historical  events  and

collection paths.  However,  only a few articles  discuss

the  extraction  of  colophons  and  seals[98, 109] without

further exploration.

Data Annotation. Due to the domain professional-

ism,  annotating  Chinese  painting  data  requires  high-

level  expertise,  especially  for  systematic  annotations

based on the Six Principles of Painting, which can be

extremely expensive. 
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6.2    Insufficient Consideration of TCP

Uniqueness

Analyzing  TCP  research  tendencies  (Section 3),

most articles focus on Bone Manner, Structural Use of

the  Brush  (32/94),  (and)  Conformity  with  the  Ob-

jects,  Obtaining  their  Likeness  (26/94).  This  is  pri-

marily because stroke and object recognition, segmen-

tation, and classification in paintings align with estab-

lished  computer  vision  tasks  and  models.  Experts

point  out  that “a  significant  aspect  of  the  beauty  of

TCP  lies  in  the  beauty  of  brushwork” emphasizing

the  importance  of  a  detailed  analysis  of  brushwork.

However, researchers have paid little attention to the

unique  stroke  system  in  traditional  Chinese  painting

(3/94)[49–51].  For  example,  there  are  18  unique  draw-

ing  methods  in  TCP  techniques  for  depicting  por-

traits  (Fig.1(c)),  and  different  wrinkling  techniques

for  depicting  mountains  and  rocks  (Table 1).  A  de-

tailed stroke system analysis illuminates the painter's

style  and  mentoring  relationships  between  painters,

warranting attention in future computer fields.

Moreover,  the  Place  and  Position  aspect  is  not

given  as  much  attention  in  the  current  work  (4/94).

According  to  experts,  the  composition  of  Chinese

paintings is crucial. Painters often use white space to

convey  mood,  and  use  inscriptions  and  seals  to  bal-

ance  the  picture's  composition.  Therefore,  a  comput-

er-based systematic examination of the composition of

TCP can aid specialists in understanding the compo-

sitional traits of paintings across time. Simultaneous-

ly,  refining  the  compositional  principles  of  TCP,  as

exemplified  by  the “beginning,  transition,  turning,

and  synthesis” in  vertical  landscape  paintings,  can

provide  improved  guidance  for  artists  in  their  cre-

ative  process  and  enhance  viewers'  appreciation  and

understanding of the painting.

Regarding the study of  Movement of  Life (9/94),

it  is  important  to  note  that  in  recent  years,  the  fu-

sion of AR and VR technology into TCP has risen, al-

lowing audiences to experience Chinese painting from

a new perspective. The development of new technolo-

gies has increased the opportunities for the study and

presentation  of  TCP,  but  more  work  of  this  type  is

required, and it may be reinforced in the future. 

6.3    Disregard for Data-Linking in TCP

Analysis

Cultural  heritage  has  various  types  of  data,  in-

cluding paintings, ancient books, sculptures, architec-

ture,  and more.  As a form of  cultural  heritage,  TCP

has garnered attention in recent years. However, most

current research has focused solely on TCP data, and

rarely  combines  other  datasets  for  cross-analysis.

From  a  historical  research  perspective,  TCP  collec-

tions  represent  only  a  snapshot  of  a  certain  period.

Snapshots of different artifacts may describe the same

social  landscape.  To  gain  a  more  comprehensive  his-

torical  understanding,  different  collections  of  cultural

relics  should  be  viewed  together.  Therefore,  it  is

worthwhile  to  pay attention  to  how to  integrate  dif-

ferent data related to paintings to restore a more ac-

curate historical picture.

On the other hand, the use of multi-modal data to

construct  deep  learning  models  is  a  growing  trend.

Multi-modal  data  enables  better  feature  representa-

tion construction in the latent space, which improves

the fusion of textual, visual, and other forms of infor-

mation  like  videos  and  knowledge  graphs.  This  ulti-

mately  strengthens  the  model's  performance  and  en-

hances its generalization capacity. 

6.4    Insufficient Exploration of Machine

Learning Methods and Large Models

on TCP

TCP  image  data  has  unique  characteristics  com-

pared with natural images, such as cross-domain, few

annotated  training  samples,  imbalanced  classes,  and

variable sizes of objects. Advanced ML methods have

taken  profound  discussions  on  related  topics  such  as

transfer learning, domain adaptation, domain general-

ization,  few-shot  learning,  and  learning  with  long-

tailed data distribution. Therefore, applying these ad-

vanced methods to TCP can promote Chinese paint-

ing  analysis  from  a  computational  view.  Meanwhile,

these  methods  can  effectively  reduce  the  demand for

data  annotations  and alleviate  the  burden  of  collect-

ing large-scale and high-quality annotated datasets.

In  addition,  large  language  models  and  large  vi-

sion  models,  and  Stable-Diffusion  are  becoming  the

new foundations of  advanced research.  Current mod-

els are not specifically adapted to TCP data, tending

to  generate  images  that  ignore  the  Six  Principles  of

Paintings,  as  well  as  textual  descriptions  that  often

lack  detail  and  do  not  capture  the  essence  of  the

painting.  Unimodal  or  multimodal  large  models  will

inevitably be adopted in traditional Chinese painting

research. 
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6.5    Inadequate Applications for Artwork

Creation and Promotion

Although a line of work has explored the genera-

tion  of  TCP-styled  paintings  and  videos,  the  quality

of these AI-generated artworks could be doubtful. In-

volving artists in the creation process with a semi-au-

tomated  creation  style  would  be  a  promising  direc-

tion in the future. In addition, advanced display and

interaction  techniques  (e.g.,  immersive  techniques)

should  be  applied  to  promote  TCP  to  the  general

public.  New  storytelling  approaches  should  also  be

constructed  to  enhance  the  appreciation  and  under-

standing of TCP. 

7    Conclusions

In this paper, we proposed a classification method

(the  Six  Principles  of  Painting;  analytic  framework;

computational  techniques)  to  investigate  the  litera-

ture on computer applications in TCP. Our approach

enables  researchers  to  quickly  locate  relevant  litera-

ture  from  different  perspectives,  facilitating  in-depth

research.  The  research  findings  indicate  several  chal-

lenges  exist  in  the  application  of  computer  technolo-

gy in the field of TCP. Firstly, existing studies main-

ly  focus  on  the  representation  of  objects  and  brush-

strokes,  while  research  on  emotions  and  composition

is  relatively  limited,  lacking  a  comprehensive  reflec-

tion  of  the  unique  characteristics  of  TCP.  Secondly,

there  is  a  lack  of  a  large-scale,  high-quality  dataset.

Lastly,  the  utilization  of  large  language  models  and

large vision models in the context of TCP remains in-

sufficient.

In  future  work,  we  will  further  explore  these  po-

tential research questions. Additionally, with the con-

tinuous evolution of computer technology, we will reg-

ularly  update  the  literature  database  to  provide  in-

sightful perspectives to inspire further research. 
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