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Abstract    Since  OpenAI opened access  to  ChatGPT, large  language models  (LLMs) become an increasingly  popular

topic attracting researchers’ attention from abundant domains. However, public researchers meet some problems when de-

veloping LLMs given that most of the LLMs are produced by industries and the training details are typically unrevealed.

Since datasets are an important setup of LLMs, this paper does a holistic survey on the training datasets used in both the

pre-train and fine-tune processes. The paper first summarizes 16 pre-train datasets and 16 fine-tune datasets used in the

state-of-the-art LLMs. Secondly, based on the properties of the pre-train and fine-tune processes, it comments on pre-train

datasets from quality, quantity, and relation with models, and comments on fine-tune datasets from quality, quantity, and

concerns. This study then critically figures out the problems and research trends that exist in current LLM datasets. The

study helps public researchers train and investigate LLMs by visual cases and provides useful comments to the research

community regarding data development. To the best of our knowledge, this paper is the first to summarize and discuss

datasets used in both autoregressive and chat LLMs. The survey offers insights and suggestions to researchers and LLM

developers as they build their models, and contributes to the LLM study by pointing out the existing problems of LLM

studies from the perspective of data.

Keywords    large language model (LLM), autoregressive model, AI chatbot, natural language processing (NLP) corpora,

OpenAI

  

1    Introduction

With  the  emergence  of  ChatGPT①,  large  lan-

guage models (LLMs) become a key topic due to their

outstanding  performance  on  communication  tasks[1].

Because  of  their  superior  abilities,  many  researchers

want  to  build  their  own “ChatGPT” these  days.

However,  this  meets  some  problems  since  the  train-

ing details including the training process and training

datasets for modern LLMs remain unclear in their de-

scriptions[2], as most of the LLMs are produced by in-

dustries  for  commercial  or  other  practical  reasons.

This  makes  model  reproduction  and  modeling  re-

search for  public  scholars  difficult.  Thus our motiva-

tion  for  composing  this  paper  is  to  help  researchers

train and investigate LLMs by offering some insights

and  suggestions  regarding  training  data,  as  well  as

pointing  out  the  existing  problems  in  LLM  corpora.

This  paper  focuses  on  dataset  constructions  in  pre-

trained LLMs with decoder-only Transformer[3] archi-

tecture  (autoregressive  models)  and  fine-tune  LLMs

further trained for dialogue or communication as they

are the most concerned sub-topics. To the best of our

knowledge,  this  paper  is  the  first  to  summarize  and
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discuss datasets used in both autoregressive and chat

LLMs.

The importance of constructing appropriate train-

ing data is emphasized by the non-replicability of the

pre-train process and the ability to influence the mod-

el  directly  in  the  fine-tune  process.  Inspired  by  the

Scaling Law[4], which says that large language models

perform  better  when  they  include  more  parameters

and  absorb  more  training  data,  recent  LLMs  require

billions  or  trillions  of  tokens  of  data  to  finish  their

pre-train  process[5].  The  cost  of  computation  is  so

high, making it impossible to repeat the training pro-

cess[2].  Compared  with  pre-train,  fine-tune  is  not  ex-

pensive and easy to reproduce. Fine-tune data always

focuses on a specific  domain to enhance the targeted

ability  of  pre-train  LLMs.  For  example,  researchers

need  human-instruction  data  to  fine-tune  dialogue

models  to  make  them more  helpful  and aligned with

human preference[6].

LLMs are a broad topic and there are many sur-

veys in this  area currently.  Some comprehensive sur-

veys  examine  LLMs  from data  preparation  to  model

application (e.g., [2, 7]). Most of the surveys focus on

the downstream application of LLMs (e.g., [8–13]). As

a  comparison,  this  paper  researches  the  step  of  data

construction in LLM modeling. There is a similar idea

in the study of Chang et al., which reviews the step of

evaluation[14].  Besides,  it  narrows  the  topic  down  to

decoder-only  and  chat  models  to  make  our  research

comprehensive and deep in content.  Current work in

this  domain  often  starts  from  a  single  model  like

ChatGPT[15–17] and GPT-3[18–20].  Few studies  analyze

the training method of conversational AI[21] in gener-

al. Compared with these studies, our work is not lim-

ited to a single model and focuses on data instead of

the  training  details.  Unlike  many  studies  concerning

the issues brought by applications of LLMs[22–26], this

paper  also  critically  figures  out  the  problems  and

trends that exist in LLM datasets. This brings a new

perspective for researchers to think about the current

situation  of  LLM studies.  Though  decoder  LLM and

chat models are popular topics, there is no systemat-

ic review of LLM datasets in this domain so far.

The paper first introduces the background of LLM

datasets  including  data  usage  and  operation  in Sec-

tion 2. Then it presents a systematic review of corpo-

ra  used  in  recent  popular  LLMs  in  detail,  including

data used in both the pre-train and fine-tune process-

es.  The  survey  summarizes  the  datasets  used  in  the

two processes  and then analyzes  them from different

perspectives to answer the following questions.

• What LLM datasets should people use and how

should they use them? (Subsections 3.1.2, 3.1.3, 3.2.3,

and Section 4)

• What insights do datasets used in current LLMs

reveal? (Subsection 3.2.2 and Section 5)

The main contributions of this paper are:

• summarizing  16  pre-train  datasets  and 16  fine-

tune  datasets  for  LLM researchers  and developers  to

construct training data conveniently;

• providing comments about choosing or creating

pre-train  and  fine-tune  datasets  by  examining  the

quality, quantity, and function of data;

• figuring  out  the  constraint  of  development  for

public  LLMs  and  other  problems  associated  with

LLM corpora to offer insights to researchers. 

2    Background

OpenAI first used the term “large language mod-

el” in  GPT-2[27] of  its  GPT  model  series,  which  has

1.5 billion parameters. At the same time, the popular

language model, Bert[28], has only 340 million parame-

ters.  Both  models  are  based  on  the  architecture  of

Transformer[3], which can be divided into the encoder

and decoder parts. The difference is that the GPT se-

ries  uses  the  decoder-only  architecture  derived  from

Transformer,  whereas  Bert  uses  a  bidirectional  en-

coder  architecture.  Encoder  and  decoder  are  not  the

only  two  derivations  of  the  original  Transformer.

Some other language models like GLM[29] also use en-

coder-decoder  transformers.  The  concept  of  LLM be-

came well-known when OpenAI introduced ChatGPT,

which  is  fine-tuned  on  the  base  model  GPT-3[30] us-

ing  the  technique  called  instruction  tuning  and  rein-

forcement  learning  from  human  feedback  (RLHF).

These methods are first introduced by InstructGPT[31],

which is a milestone of chatting LLMs[16].

In  recent  years,  a  normal  procedure  of  training

LLMs  is  pre-train  and  fine-tune[32, 33],  which  is  illus-

trated in Fig.1. The pre-train process ensures that the

model  can  be  used  in  a  bunch  of  downstream tasks,

and the fine-tune process enhances a specific aspect of

the model, such as conversation[34].  This procedure is

widely  adopted  because  training  large-size  models  in

one  step  is  resource-consuming[35],  but  the  fine-tune

process  is  efficient  and affordable.  Thus  splitting  the

process to pre-train and fine-tune allows the model to

economically perform more tasks.

In this section, the paper briefly describes how the
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data is gathered and used in the pre-train process and

the fine-tune process. 

2.1    Pre-Train

The  pre-train  data  is  constructed  by  combining

datasets from different sources and is  generally oper-

ated through three steps, i.e., filtering, deduplication,

and adding weights (optional), to increase the overall

data quality.

Filtering. There  are  two  categories  of  filtering,

quality filtering and language filtering. The former is

always required and the latter depends on the team's

requirement for the model (e.g., BLOOM[36] is a mul-

tilingual  LLM  thus  it  must  include  different  lan-

guages).  Quality  filtering  is  essential  since  raw  data

contains  some  unwanted  speeches  like  abusive  lan-

guage[37]. There are two normal choices for quality fil-

tering,  researchers  can either  train a binary classifier

to  recognize  high-quality  data  (e.g.,  [30, 38])  or  set

some thresholds (like the length of a sentence) to pick

high-quality  data  manually  (e.g.,  [39, 40]).  Both

methods are widely used in recent studies.

Deduplication. Deduplication  is  important  be-

cause this process benefits models by improving mod-

el perplexity[41]. Deduplication has various levels, and

a common way is to deduplicate at the document lev-

el,  which  is  removing  the  document  containing  simi-

lar content when compared with one or more existing

documents.  An  easy  way  to  deduplicate  is  that  re-

searchers  can  remove  the  document  when  they  find

that the contents exactly match. However, this is not

common in reality. Another way is to use the n-grams

method. This is a widely used deduplication strategy

in LLM training (e.g., [30]). This method allows peo-

ple to find the number of overlapped phrases in a doc-

ument,  and  then  researchers  decide  whether  to  re-

move  the  document  or  the  phrases  by  using  thresh-

olds.

Adding Weights. Although there is a huge amount

of  NLP  (natural  language  processing)  data  from  the

Internet, the amount of high-quality data occupies on-

ly a small  proportion.  Since high-quality data is  bet-

ter  for  pre-train[42, 43],  researchers  might  want  to  set

higher  weights  to  data  with  high-quality  and  lower

weights to raw or low-quality data. One strategy is to

offer  different  epochs  elapsed  to  different  subsets.  In

the pre-train process of GPT-3, the OpenAI team set

the  epochs  elapsed  to  be  3.4  for  Wikipedia  and  0.44

for Common Crawl (after filtering)[30].  Repeating is a

common method to deal with the problem of lacking

high-quality  data,  but  this  might  also  be  harmful  to

the model. It might let the model overfit on the data

repeated many times[30]. A current study about multi-

epoch repetition states that repeated tokens will cause

model  performance  degradation,  especially  for  large-

size models[5]. 

2.2    Fine-Tune

Fine-tune datasets are constructed along with dif-

ferent  models,  and  they  do  not  require  complicated

operations after construction. In the fine-tune process-

es  of  chat  models,  data  is  used  to  let  models  align

with  human  values,  which  are  quality,  truthfulness,

and safety[31, 32].

Quality. Quality  represents  both  human  common

sense and the subjectivity and specificity of outputs[44].

It should not only answer the user's question but also

ideally  narrate  it  interestingly.  LaMDA-FT  uses  an

explicit method to train the quality of the model as it

uses  binary  labels  representing  sensibleness,  specifici-

ty, and interestingness[32]. Helpfulness or quality is the

benchmark  that  is  the  easiest  to  tune  and  can  even

outperform real human beings (e.g., [32, 45]).

Truthfulness. A  big  problem  fine-tune  LLMs  are

facing is hallucinations[31, 33]. Models tend to generate
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plausible  output  when  they  do  not  have  the  correct

answer. A recent study suggested the problem of hal-

lucination originated in the pre-train process of mod-

el  training  due  to  memorization  and  corpus-based

heuristics[46].  The  fine-tune  process  can  improve  the

truthfulness  by  evaluating  the  result  of  the  model

output, but results also show that the truthfulness of

LLMs after fine-tuning is hard to be competitive com-

pared with human beings[31, 32].

Safety. Another  problem  of  LLMs  is  toxicity.  As

LLMs become practical tools in daily life, it is impor-

tant  to  ensure  that  the  outputs  are  harmless.  A  re-

cent  fine-tune  process  using  a  human  inference  gives

only  a  small  improvement  in  toxicity[31].  The  short-

coming of  human inference  techniques  is  also  reflect-

ed  by  the  inefficiency  in  reducing  the  toxicity  of

ChatGPT when  given  persona  (using  prompts  to  let

the model  speak like  a specific  person on the system

level)[47]. 

3    Systematic Review of Datasets

In  this  section,  the  paper  reviews  some  primary

datasets used in pre-train and fine-tune processes.

For pre-train datasets,  the paper  divides  the cor-

pora  into  five  categories  based  on  the  types  of  data

resources that are crucial to decoder pre-train models

and  also  their  functions  in  the  future  fine-tune  pro-

cess;  the  five  categories  are  web  text  (the  large

amount  of  corpora  crawled  from  web  pages  offer  a

general  understanding  of  language),  book  (old  books

without  offending  the  copy  right  as  long  consecutive

text  benefit  the  long-text  understanding),  academy

(journals  or  other  scientific  text  can  improve  the

cleanness of output), dialogue (dialogues with human

intervention  enhance  models'  performance  on  chat-

ting),  and  code  (codes  from  sources  like  GitHub  are

beneficial  to  model  both for  logistic  and downstream

coding skills). The detailed functions for the datasets

are discussed in Subsection 3.1.2.

For each class  of  data the paper analyzes  several

datasets  as  well  as  the  decoder  model  that  utilizes

them by examining  Xavier's  summary[48].  This  paper

ensures that all the datasets have been used in state-

of-the-art models so that the functions and usage are

justified to a certain degree.

Since there are demands for  non-English corpora,

this paper also lists some large-size datasets with oth-

er  languages  at  the  end  of Subsection 3.1.1.  The  pa-

per  uses  brief  descriptions  since  they  do  not  reveal

special  insights  (other  than  helping  models  generate

different languages) and are not included in the mod-

els this paper focuses on.

Similarly,  for  fine-tune  datasets,  this  paper  di-

vides  the  datasets  into  three  categories:  comparison

data, instruction tuning data, and conversation data.

Detailed contributions of these classes of data are dis-

cussed  in Subsection 3.2.3.  Then  the  paper  uses  the

same procedure as before; instead the focused models

are fine-tune chatbots. It also includes some fine-tune

datasets that are not used in decoder-based fine-tune

models but are insightful in research.

The  final  list  of  models  includes  GPT-3[30],  pre-

trained  LaMDA  (LaMBDA-PT)[32],  LLaMA[39],

PaLM[49],  Gopher[40],  and  Chinchilla[50] for  pre-train

models,  and fine-tune LaMDA (LaMBDA-FT)[32],  In-

structGPT[31],  Alpaca②,  Vicuna[34],  GPT  Self-Inst[51],

ChatGPT,  GPT-4[33],  and  LLaMA-GPT4[45] for  fine-

tuned models. 

3.1    Pre-Train Datasets

Pre-train data is composed of datasets from differ-

ent  sources,  and  each  dataset  has  its  own  property

and  serves  a  certain  function. Fig.2 shows  pre-train

datasets  in  different  categories. Table 1 summarizes

all  the  datasets  and  provides  links  for  easy  access.

The  paper  emphasizes  open-sourced  datasets,  and  it

includes  two  private  datasets  because  other  open-

sourced  datasets  in  their  categories  are  their  repro-

ductions. 

3.1.1    Datasets for Pre-Train Models

This paper classifies the data used in the pre-train

model  into  five  categories:  web  text,  book,  academy,

dialogue, and code. Though data is important for de-

veloping  downstream  tasks,  most  pre-train  models

will not use data from all classes. Pre-train models of-

ten use data from three to four categories. The paper

would  like  to  present  those  datasets  in  two  parts,

open-sourced datasets and private datasets.

Open-sourced  datasets  offer  download  links  or

codes  for  data  operation  that  allow  researchers  to

download the data directly or reproduce the data by

themselves.  They  are  most  helpful  to  people  who

want to build their models. Currently, there are some

researchers working on building public-accessed data-

sets to contribute to the research of LLMs (e.g.,  [52,

53]), and Peking University is working on connecting
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different data sources to make the data easily accessi-

ble  to  the  public[54].  The  open-sourced  datasets  this

paper will introduce are Common Crawl③, C4[55], En-

glish Wikipedia, OpenWebText (1 and 2)[52], GitHub,

Homemade BookCorpus, Gutenberg Project PG-19[56],

The Pile[52], BookCorpus2[52], Books3[52], and CC-Net[57].

Common  Crawl. Common  Crawl  is  a  big  open-

source project. It crawls data from the Internet with-

out filtering, and the data updates every month. This

is  one  of  the  biggest  open-source  corpus  datasets  on

the  Internet,  containing  lots  of  raw  data.  There  are

many versions of Common Crawl created by different

teams  after  filtering  the  raw  data  downloaded  from

the  Common  Crawl  website③.  Common  Crawl  as  a
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hub of webpage data is powerful in both diversity and

quantity.  The  project  itself  can  offer  five  trillion  to-

kens,  which  is  sufficient  to  train  large  models  with

hundreds  of  billions  of  tokens[58].  As  discovered  by

Alycia L. et al.[59], data crawled from webpages is al-

so more diverse compared with data like Wikipedia.

C4 (Colossal  Clean Crawled Corpus). C4[55] is  an

unlabeled  dataset  based  on  Common  Crawl.  It  sets

several  criteria  (such  as  there  must  be  five  or  more

sentences  in  a  webpage)  to  filter  sentences  and web-

pages.  C4  is  a  dataset  after  deduplication  and  the

team uses Langdetect to filter out all the non-English

webpages.  C4  is  a  popular  derivation  of  Common

Crawl  and  is  widely  used  in  the  pre-train  process  of

many  LLMs  (e.g.,  LaMDA[32],  Gopher[40]).  It  cannot

be downloaded directly, but people can construct the

dataset using the open-accessed tool.

English Wikipedia or Wikipedia. English Wikipedia

or Wikipedia is mentioned in many LLM papers, but

many papers do not have a clear description of what

they  refer  to  (e.g.,  GPT-3[30],  LaMDA[32],  LLaMA[39],

and  Gopher[40]).  One  way  is  to  download  data  from

Wiki  dumps,  which  contain  about  20  types  of  lan-

guages.  The  English  dataset  crawled  from

en.wikipedia.org has been used as evidence corpus[60].

Since  Wikipedia  is  a  relatively  professional  platform,

LLM  researchers  normally  consider  this  data  as  a

high-quality corpus.

OpenWebText  and  OpenWebText2. OpenWeb-

Text④ is  a  dataset  created  using  the  pipeline  de-

scribed  by  the  OpenAI  team  in  creating  the  Web-

Text  dataset.  The  team  crawls  hyperlinks  from  the

Reddit  submissions dataset  and uses  FastText to fil-

ter  out  all  non-English  webpages.  This  dataset  is

deduplicated using local-sensitivity hashing (5-grams).

OpenWebText2[52] extends  the  content  of  Openweb-

Text.

GitHub (Google  BigQuery). The Google  company

cooperates with GitHub and provides its data through

BigQuery in  the  Google  Cloud platform.  As  suggest-

ed  by  the  LLaMA team,  this  dataset  can  be  filtered

by  only  the  remaining  GitHub  pages  containing

Apache, BSD, and MIT licenses. Another possible op-

eration  is  to  filter  out  uncommon  programming  lan-

guages,  as  suggested  by  the  PaLM  team.  This  is  a

raw  dataset  and  researchers  need  to  deduplicate  be-

fore using it.

Homemade  BookCorpus. Homemade  BookCor-

pus⑤ is  created by a project  set  up in GitHub using

the same procedure as creating the original version of

BookCorpus.  Since  the  original  version  of  BookCor-

pus  is  not  open  to  the  public  in  any  way  now,  this

dataset  becomes  one  of  the  substitutes.  It  contains

data crawls from smashwords.com and is formatted as

one sentence per line.

Gutenberg Project PG-19. Gutenberg Project is an

 

Table  1.    Summary of Pre-Train Datasets

Dataset Size Language Brief Introduction Link

Common Crawl Updates every
month

(No statistic) Raw webpage data https://commoncrawl.org/the-data/get-
started/

C4 750 GB English Common Crawl data
after filtering

https://github.com/google-research/text-
to-text-transfer-transformer#datasets

CC-Net 3.2 TB ≈ 61.09
≈ 10.93

English %,
Russian %

Common Crawl data
after filtering

https://github.com/facebookresearch/cc_
net

English Wikipedia 6 GB (20200301) English > 93% Wikipedia data https://dumps.wikimedia.org/

GitHub (Google BigQuery) 3 TB+ (Code) Code and texts from
GitHub

https://console.cloud.google.com/bigquer
y?p=bigquery-public-
data&d=github_repos

The Pile 825 GB ≈English  97.4% Mixed data  

OpenWebText (1 and 2) 38 GB and 63 GB English Webpage data from
Reddit

https://skylion007.github.io/OpenWebTe
xtCorpus/,
https://github.com/EleutherAI/the-pile

BookCorpus2 6 GB (No statistic) Online books https://github.com/EleutherAI/the-pile

Books3 101 GB (No statistic) Collected based on
Bibliotik

https://github.com/EleutherAI/the-pile

Gutenberg Project (PG-19) 11 GB (No statistic) Books before 1919 https://github.com/deepmind/pg19

WebText (1 and 2) 40 GB and 96 GB English Webpage data from
Reddit

Private data
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⑤https://github.com/soskek/bookcorpus, May 2024.
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open-source  webpage⑥ that  contains  many  electrical

books. The PG-19 dataset[56] contains books from the

Gutenberg  Project.  These  books  were  published  be-

fore  1919,  thus  there  is  no  violation  regarding  the

copyrights.  This  dataset  also  substitutes  all  the  dis-

criminative words with a special token.

The  Pile. The  Pile[52] is  a  combined  dataset  con-

taining  22  subsets.  Researchers  can  use  the  whole

dataset or use only the subset they want. It contains

abundant  data  including  web  page,  academic  knowl-

edge,  code,  dialogue,  books,  email,  social  media,  and

so  on.  Some  main  subsets  include  PileCC,  Books3,

ArXiv,  GitHub,  and  Stack  Exchange.  The  Pile  has

been deduplicated at the document level.

BookCorpus2. BookCorpus2[52] is  created  using  a

similar pipeline as Homemade BookCorpus. The main

modifications  it  makes  include the  chapter  structure,

the tables, and the code structure, so that the source

code is more coherent.

Books3. Books3  is  a  subset  of  the  Pile[52] and  is

used  in  LLaMA  pre-train.  It  is  based  on  Bibliotik

which  contains  fiction  and  non-fiction  books.  This

dataset is much larger than BookCorpus2 and Guten-

berg  Project  PG-19.  It  contains  about  100  GB  data

whereas the other two only contain about 10 GB da-

ta.

CC-Net. CC-Net[57] is a pipeline used to filter raw

Common  Crawl  data.  The  steps  are  deduplication,

language recognition (use FastText to detect the lan-

guage  and  remove  all  pages  which  have  unclear  lan-

guage), and filtering (calculate the degree of similari-

ty  between  the  data  with  high-quality  corpus  like

Wikipedia  and  filter  out  low-quality  data).  This

pipeline is used in the LLaMA pre-train.

Due  to  various  reasons  like  commercial  usage,

many  training  datasets  are  private.  Here  the  paper

provides  concise  descriptions  of  how  these  datasets

are created to offer some insights to researchers about

dataset  building.  The  private  datasets  include  Web-

text (1 and 2)[27, 30], Common Crawl (GPT-3)[30], and

MassiveWeb[40, 50].

WebText  and  WebText2. WebText  series[27, 30] is

created  by  the  OpenAI  team  and  is  used  in  both

GPT-2  and  GPT-3  pre-train.  The  OpenAI  team

points  out  that  Common  Crawl  has  low  quality  re-

garding  the  context,  and creates  WebText  by  crawl-

ing  all  the  hyperlinks  from Reddit  posts  having  kar-

ma higher than 3. This dataset is after deduplication.

Common Crawl (GPT-3 Version). This dataset is

also created by the OpenAI team and is used in GPT-

3  pre-train.  The  OpenAI  team  filters  the  Common

Crawl  dataset  using  a  logistic  regression  model  built

by comparing high-quality corpus like WebText with

the raw Common Crawl data. This dataset is dedupli-

cated.

MassiveWeb. MassiveWeb[40, 50] is  a  private  web-

page  dataset  produced  by  the  DeepMind  team.  It  is

used in the pre-train of  Gopher and Chinchilla  mod-

els.  The  DeepMind  team  uses  a  self-created  HTML

crawler to collect only text data from web pages. This

dataset  is  manipulated  in  six  steps:  content  filtering

(filtering  out  all  non-English  text),  test  extraction,

quality filtering (according to the length of words, the

characters, and the number or proportion of words in

a  line  or  page),  repetition  removal  (removing  docu-

ments with excessive repeated words or phrases), doc-

ument  deduplication,  test-set  filtering  (ensuring  that

there is no overlap between the training set and test-

ing set).

The  lack  of  non-English  corpora  is  a  significant

problem  in  today's  LLM research  (detailed  statistics

in Section 5),  thus  this  paper  briefly  discusses  some

open-sourced  large-scaled  non-English  monolingual

datasets  to  help  public  researchers  to  pre-train  mod-

els  in  other  languages.  The  paper  selects  these  non-

English monolingual corpora based on the research on

model  BLOOM[36],  which  is  the  autoregressive  LLM

trained with the most amount of non-English text to

the best of our knowledge.

WuDao. WuDao[61] is  a  large-scale  Chinese  cor-

pus  with  3  TB  training  data  and  1.08  TB  Chinese

characters. The dataset is after cleaning and personal

data has been removed.

Arabic Billion Words. Arabic Billion Words[62] is a

10  GB  corpus  containing  over  1.5  billion  Arabic

words.  It  is  collected  from  different  countries  speak-

ing Arabic. Researchers need to clean the data before

usage  as  the  original  producers  did  not  mention  the

data cleaning step.

Indic NLP Corpus. Indic NLP Corpus[63] contains

2.7 billion words with 10 Indian languages and it has

been  shown  that  the  resources  developed  on  this

dataset perform well on many NLP tasks.

Catalan  Textual  Corpus. Catalan  Textual

Corpus[64] is a clean Catalan dataset with 11 GB cor-

pus and contains over 1.7 billion tokens.
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Normally, models use data from scientific sources,

books,  and  web  pages.  Comments  regarding  the

choice of datasets based on functions are provided in

Subsection 3.1.2. 

3.1.2    Functions of Datasets

In this subsection, the paper presents the relation

between  datasets  and  pre-train  models  in  general

(shown in Table 2), and provides some comments re-

garding the function of each class of datasets by sum-

marizing  dataset  utilizations.  LLM  researchers  and

developers can choose datasets that fit the purpose of

their models based on this summary. Recently, LLMs

are  expected  to  perform well  on  general  natural  lan-

guage  tasks,  as  well  as  domain-specific  ones[14].  Thus

this paper presents the functions of datasets from two

aspects:  enhancing  a  model's  performance  on  lan-

guage  tasks  and  on  specific  downstream  tasks.  For

each  part,  the  paper  also  suggests  several  typical

methods  to  evaluate  the  model  performance,  so  that

researchers can test whether the datasets they choose

are effective in model training.
 
 

Table  2.    Relation Between Datasets and Models

Dataset Model

Common Crawl GPT-3, LaMDA, LLaMA, Gopher,
Chinchilla

Wikipedia GPT-3, LaMDA, LLaMA, PaLM,
Gopher, Chinchilla

News PaLM

ArXiv LLaMA

Dialogue forums
(e.g., Stack
Exchange)

LLaMA, LaMDA, PaLM

Books GPT-3, LLaMA, PaLM, Gopher,

Chinchilla

Code sources
(e.g., GitHub)

LLaMA, PaLM, Gopher, Chinchilla,
LaMDA

 

1) Language Tasks
Neatness. Wikipedia  is  used  in  all  six  models,

showing that it is relatively important in the pre-train

process.  Researchers  consider  Wikipedia  as  a  high-

quality dataset given the neatness of  its  content and

use  it  to  increase  the  overall  quality  of  the  training

set.

Variety. The  LLaMA  team  has  also  discovered

that  including  different  versions  of  Common  Crawl

data  offers  the  model  various  knowledge  in  the  pre-

train  process  and  will  enhance  the  final  performance

of pre-train LLMs[39].

Chain of Thoughts. Including codes is expected to

benefit models' chain-of-thought performance[65].

Coherence. Books  data  is  stated  to  be  helpful  to

long-range context and coherent storytelling[52].

Evaluation. The  evaluation  of  NLP  task  perfor-

mance is  a popular topic.  This paper introduces four

famous  open-sourced  test  sets:  SQuAD[66],  GLUE[67],

TruthfulQA[68],  and  RealToxicPrompts[69].  SQuAD  is

a reading comprehension dataset that contains 100k+

questions based on Wikipedia articles. GLUE is a col-

lection  of  existing  datasets  and  is  used  to  evaluate

natural language understanding systems. SQuAD and

GLUE test  the general  natural  language understand-

ing  ability  of  LLMs.  Compared  with  these  two

datasets, TruthfulQA and RealToxicPrompts are test

sets  built  specifically  for  measuring  truthfulness  and

toxicity. TruthfulQA contains 817 questions designed

for testing imitative falsehoods which also implies the

robustness  of  a  model.  RealToxicPrompts  contains

100k  prompts  and  toxicity  scores  for  evaluating  the

toxicity of outputs like racist language.

Besides  using  the  suggested  test  set  to  evaluate

the performance of pre-train language models, anoth-

er innovative way is to use the existing superior mod-

el to evaluate the current model. The Vicuna team in-

troduces this method as a novel method for language

model evaluation[70].

In  the  meantime,  it  is  worth  noting  that  making

conclusions  about  the  effectiveness  of  the  dataset

merely by model performances on a test set might not

be convincing. It would be hard to determine whether

the differences in performance are caused by the data

or  other  factors  like  model  architecture.  Previous

studies  have  discovered  the  influence  of  pre-train

datasets  in  general  by  analyzing  the  model  output

and  the  frequency  of  the  knowledge  appearances  in

pre-train datasets[71, 72], but how to figure out the in-

fluence  of  data  given  the  evaluation  result  is  still  a

problem.

2) Downstream Tasks
Pre-train  LLMs  have  the  capability  to  present

what  are  given  to  them  regarding  performing  down-

stream tasks in different subjects. This is reflected in

several scenarios:

News  Summarization. Recently  news  summariza-

tion  is  a  popular  desired  downstream  task  of  LLMs

and  can  probably  be  benefited  by  including  news  in

the pre-train process[73, 74].

Scientific Writing. ArXiv has been included in the

Pile dataset with expectations of writing scientific pa-

pers[52].

Multitask  Understanding  (Not  Specify  Tasks). A
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potential explanation of the performance of LLaMA[39]

states that ArXiv and book data also allow LLMs to

perform  well  in  massive  multitask  language  under-

standing.

Communication. Introduced  by  LaMDA[32],  high-

quality dialogue forums like Stack Exchange are used

in  the  pre-train  process  of  LLMs  to  let  the  model

have a great performance on chatting as well as main-

taining  the  other  abilities  of  LLMs.  Current  chal-

lenges  in  communication  tasks  include  cross-domain

coherence and open-domain questions. In reality, a di-

alogue will transit across domains, and thus the mod-

el needs to achieve a natural transition while the top-

ic shifts[75].  Open-domain questions refer to the prob-

lem that the language model might over-focus on the

text  and  ignore  the  important  information  carried

from  layout  or  images  when  answering  open  ques-

tions regarding given documents[76].

Coding. Coding  is  often  an  expected  downstream

ability  of  LLMs,  as  many  teams  hoping  to  train  a

model  have  great  abilities  to  generate  and  interpret

code[77, 78].  A  typical  code  source  is  GitHub  (Google

BigQuery).

Mathematical  Reasoning. Mathematical  reasoning

as a downstream task is closely related to the model's

language ability about chain-of-thought[49]. Thus eval-

uating  the  model  on  mathematical  reasoning  can  re-

flect its cognitive ability. A useful evaluation dataset

is MATH[79], which has been used in testing LLaMA.

This task is difficult for abundant reasons. For exam-

ple,  answering  mathematical  questions  needs  a  com-

prehensive  understanding  of  heterogeneous  data,

which might not  be presented in text  or  numbers[80];

there is also a “bridge between learning and applying"

regarding  mathematical  logic[81].  Typical  hard  prob-

lems in math for machines include geometric problem-

solving and proving in general. Both tasks require su-

perior logical  reasoning skills.  Researchers are active-

ly  seeking  approaches  to  improve  the  model  perfor-

mance  like  self-enriching  the  learned  library[82].

Though it is not common to include math datasets di-

rectly in the pre-train process, it has been figured out

that  including  code  source  may  be  beneficial  to  the

model's ability on math since there have been several

methods  which  encourage  including  code  source  to

solve math problems[83]; there is also evidence that the

usage  of  synthetic  data  (in  proof)  will  improve  the

natural  language  model's  ability  in  reasoning  skills,

specifically for geometry[84].

Evaluation. A  common  evaluation  open-sourced

dataset for downstream tasks is MMLU[85]. This man-

ually  created  test  set  contains  multiple  choice  ques-

tions  from various  domains  including humanities,  so-

cial  sciences,  hard  sciences,  and  other  areas  that

might be interesting to researchers. MMLU is a well-

known  test  set  for  measuring  the  multitask  perfor-

mance  of  LLMs  and  has  been  used  in  famous  pre-

train LLMs like LLaMA[39] and PaLM[49]. 

3.1.3    Data Usage

LLMs are token-hungry in pre-train processes and

require  high-quality  corpus[5].  Based  on  our  research,

cleanness,  diversity,  and  quantity  are  three  common

points when researchers construct datasets that satis-

fy both the quality and quantity requirements.

1) Cleanness. Cleanness refers to whether the da-

ta is after filtering or not. Several recent studies have

shown that models trained with filtered data can give

better results (for example more logistical and harm-

less)  compared with raw data[38, 86].  Thus researchers

prefer  using  clean  datasets  when  training  models[87].

Using  this  metric,  some  datasets  have  high-quality

data by default because they are extracting data from

neat sources like Reddit or Wikipedia. Some datasets

are based on raw data, but they did some operations

to  ensure  that  most  of  the  bad  data  is  filtered  out,

like C4[55]. These kinds of datasets are not considered

high-quality data because they may contain some bad

corpus that has not been filtered.

2) Diversity.  Diversity  refers  to  the  richness  of

topics in texts. It has been mentioned in several pre-

train  models  like  GPT-3  and  OPT[30, 88].  A  recent

study shows that the diversity increases as the num-

ber  of  latent  concepts  increases,  intuitively[59].  Thus

web  data  is  more  diverse  compared  with  one-source

data  like  Wikipedia.  Researchers  can  also  use  com-

bined datasets from different sources to yield a better

result, but it should also be noticed that simply pack-

ing  datasets  might  not  increase  the  overall  diversity

and may cause unnecessary costs in the training pro-

cess[89].

3) Quantity. Quantity is also an important aspect

of  training data.  Both zero-shot and one-shot perfor-

mances  (evaluated  by  Natural  Questions  dataset[90])

of  models  are  highly  related  to  the  datasize[39].  The

proper  quantity  of  data  for  pre-train  is  well  studied

these years[91]. The two most famous theories that are

widely  adopted  in  model  training  are  Scaling  Law[4]

and Chinchilla Law[50].  The two teams came up with

equations with different powers representing the rela-

tion  between  the  number  of  parameters  (N)  and  the
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amount  of  data  (D).  The  Scaling  Law proposes  that

as  the number of  parameters  increases,  the  data size

should  be  increased  with ,  while  the  Chinchilla

Law proposes that N and D should be scaled equally

to  get  the  optimal  result[4, 50].  Both  the  Scaling  and

Chinchilla  laws  emphasize  that  training  pre-train

models needs an appropriate amount of data and the

lack of data will hurt model performance.

The  paper  compares  the  size  of  some  datasets

from Common Crawl and neat sources like the Guten-

berg  Project  and  visualize  them  in Fig.3.  It  shows

that the size of datasets derived from neat sources is

much smaller. This reflects the shortage of high-quali-

ty  data  on  the  Internet.  Thus  LLM developers  need

to  balance  the  quality  and  quantity  of  data  in  the

training  set  when  preparing  data. Table 3 lists  the

datasets  that  are  used  in  some  pre-train  models  as

precise  examples  for  researchers.  The  table  discards

the Gopher model because Chinchilla includes all the

datasets used in Gopher. 

3.2    Fine-Tune Datasets

The  fine-tune  data  has  a  direct  influence  on  the

model  and  is  used  to  improve  a  specific  downstream

task.  Compared  with  the  structure  of  the  previous

section,  this  subsection  deletes  the  part  that  talks

about the function of datasets and suggest some con-

siderations about the construction of data instead. 

3.2.1    Datasets for Fine-Tune Models

For  fine-tune  models  designed  for  dialogue,  the

fine-tune process often focuses on increasing the quali-

ty, ground-truthness, and safety of the model to make

it more helpful and align with human values[31, 32]. Re-

searchers  have  done  lots  of  work  on  constructing

datasets  to  achieve  this  goal.  This  subsection  will

present fine-tune datasets in three categories: instruc-

tion-tuning  data,  comparison  data  (human  feedback

data), and shared conversations. Fig.4 shows fine-tune

datasets  in  different  categories,  and Table 4 summa-

rizes our surveyed fine-tune datasets.

1) Instruction Tuning Data
The outstanding performance of ChatGPT and In-

structGPT[31] tells  us  using  instruction  tuning  will

yield  a  great  result.  However,  purely  human-con-

structed data is hard to gather in reality[92]. To solve

this  problem,  many  teams  choose  to  use  existing

LLMs to help them generate data. Using LLM to con-
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Fig.3.  Size of datasets that are constructed by data from (a) high-quality sources and (b) Common Crawl.

 

Table  3.    Pre-Train Data Usage

Model Data Brief Explanation

GPT-3 Common Crawl (filtered), Wikipedia, WebText, Books1
and Books2

Include massive web data with some high-quality datasets

LaMDA C4, Wikipedia, code documents, conversations Include conversations to increase the chat ability while
remain the capability of performing other tasks

LLaMA English Common Crawl, C4, Wikipedia, Stack Exchange,
Gutenberg and Books, ArXiv

Include different versions of Common Crawl for variety and
include ArXiv data benefiting multitask language
performance

PaLM Wikipedia, filtered webpages, news, social media
conversations, books, GitHub

High-quality corpus without repeating

Chinchilla MassiveWeb, C4, books, news, GitHub, Wikipedia Use different filtered datasets with weights
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struct data has another advantage of ensuring the di-

versity  of  the  data  as  human-produced  data  might

contain  some  patterns  due  to  common  preferences

among individuals[51]. It is also affordable for most re-

search institutions[2, 51]. This part introduces both hu-

man-constructed  data  and  LLM-generated  data  used

in  the  fine-tune  process  of  several  popular  LLMs  in-

cluding  LaMDA-FT[32],  InstructGPT[31],  GPTself-

inst[51],  GPT-4[33],  Alpaca,  and  Vicuna[34].  There  are

some other well-performed chat models using instruct-

tuning like Claude⑦, but since the teams do not pro-

duce  a  clear  description  of  the  training  process,  the

paper does not include them in this part. Fig.5 illus-

trates  the  structure  of  instruction-tuning,  which  di-

vides the task into three parts: instruction, input, and

output.
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The  paper  first  introduces  human-constructed

datasets.

InstructGPT and GPT-4. The paper discusses In-

structGPT[31] and GPT-4 together because the GPT-4

technical  report[33] mentions  that  the  fine-tune

method  for  GPT-4  is  similar  to  those  for  InstructG-

PT and ChatGPT. Both InstructGPT and GPT-4 use

instruction-followed  data  for  supervised  fine-tune

(SFT). InstructGPT uses 13k human-labeled training

prompts.

PromptSource. PromptSource[93] is  an  open-

sourced dataset that contains over 2 000 human-writ-

ten prompts. This dataset was originally designed for

zero-shot learning. The paper includes this dataset be-

cause prompt engineering is now an important area in

constructing  fine-tune  datasets  for  chat  models.  Re-

searchers  can  construct  instruction-following  data

with  human  reflection  or  LLM  synthetic  data  using

this dataset.

Super-NaturalInstruct. Super-NaturalInstructi-

ons[94] is  a  meta-dataset  containing 1 616 NLP  tasks

with  instructions.  The  dataset  is  multilingual  and

spans 55 different languages. Similarly to Natural In-

structions,  it  also  has  both positive  and negative  ex-

amples. It contains instruction, input, and output for

each  task.  The  test  model  Tk-Instruct  shows  that

more  observed  tasks  improve  the  generalization  and

simply using a large number of training instances does

not help generalization, which emphasizes the impor-

tance of diversity for fine-tune datasets.

Flan 2022. Flan  2022[95] is  an  improved  dataset

from Flan 2021[96]. This paper only includes Flan 2022

to avoid redundancy. Flan 2022 includes 1 836 multi-

lingual  tasks  with  both  zero- and  few-shot  prompts,

as  well  as  tasks  designed  for  chain-of-thought  train-

ing.  Using the  Flan 2022 dataset  for  fine-tune shows

that  mixed  zero- and  few-shot  prompts  can  improve

performance in both settings.

Natural  Instructions. Natural  Instruction[97] is  a

large  curated  instruction  containing  various  reason-

ing  skills.  It  consists  of  61  subtasks  and  620k  in-

stances,  with  both  positive  and  negative  responses.

The  dataset  contains  prompt,  input,  and  output,

 

Table  4.    Summary of Fine-Tune Data

Model Data Size Data Type Gathering Method

LaMDA-FT 18.4k dialogues Labeled dialogue turns Human labeled

InstructGPT, GPT-4 13k training prompts, reward
model: 33k training prompts

Labeled (rating) data,
instruction-following

Human labeled

BeaverTails 330k annotated QA pairs Labeled (rating) data Human-labeled

OpenAssistant 10k+ annotated conversation
trees

Labeled (rating) data,
dialogue turns

Human labeled

PromptSource 2k+ prompts Prompt data Human-created

Super-
NaturalInstructions

1 616 tasks Instruction-following Human-created

Flan 2022 1 836 tasks Instruction-following Human-created

Natural Instructions 620k tasks Instruction-following Human-created

Dolly 15k tasks Instruction-following Human-created

LLaMA-GPT4 52k instructions Instruction-following ChatGPT synthetic instructions and GPT synthetic
answers and comparison data (training reward
model)

Alpaca 52k instructions Instruction-following Self-instruct based on GPT-3.5 text-davinci-003

Self-Instruct 52k instructions Instruction-following Self-instruct based on GPT-3 vanilla

InstructWild 110k tasks Instruction-following Manually created instructions and ChatGPT
synthetic response

ShareGPT 70k conversations Dialogue turns Shared conversation with ChatGPT
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which  can  be  easily  transformed  into  formal  instruc-

tion-following  instances.  Experiments  show  that  the

model  after  fine-tuning  with  natural  instructions  has

generalization to unseen tasks.

Dolly. databricks-dolly-15k⑧ is  a  human-con-

structed  instruction-following  dataset.  It  contains  a

15k  corpus  generated  by  Databricks  employees.  The

resulting  model  Dolly  and  Dolly2  show  that  the  old

model fine-tuned on instruction-following data can al-

so  have  significant  improvements.  Though Dolly  and

Dolly2  are  not  state-of-the-art  models,  they  success-

fully demonstrate the effectiveness of instruction-tun-

ing.

The  paper  then  introduces  LLM-constructed

datasets.

GPT  Self-Inst. GPT  Self-Inst  is  a  dataset  with

52k LLM-synthetic instructions generated by GPT-3.

GPT Self-Inst uses a self-instruct pipeline to help re-

searchers get data easily using only a few amounts of

human-produced  data  and  a  model  from  the  GPT-3

series.  The  pipeline  is  illustrated  in Fig.6.  This

pipeline  requires  a  few  human-produced  tasks  and

then generates new tasks using the LLM that will be

fine-tuned.  The  tasks  are  divided  into  classification

tasks and non-classification tasks for which classifica-

tion task instances (input and output) will  be gener-

ated  in  the  output-first  order  and  non-classification

tasks  will  be  generated  in  an  input-first  order.  The

team only uses 175 initial  tasks (labeled by humans)

as seeds and uses the vanilla GPT-3 model to gener-

ate new instructions.

Alpaca. Alpaca is a similar dataset with 52k LLM-

synthetic instructions, but this time the data is gener-

ated  by  GPT-3.5.  The  Alpaca  team uses  the  self-in-

struct pipeline to generate data, but they make some

modifications to make the fine-tune progress more ef-

ficient. Instead of vanilla GPT-3, the Alpaca team us-

es  the  self-instruct  pipeline  on GPT-3.5  text-davinci-

003 to generate data. They also use a new prompt to

make the request more explicit and generate more in-

structions  every  time.  For  the  process  of  generating

input and output,  the Alpaca team chose to not dif-

ferentiate between classification tasks and non-classifi-

cation tasks.

LLaMA-GPT4. The  datasets  contain  English  in-

struction-following  data,  Chinese  instruction-follow-

ing data,  and comparison data.  The two instruction-

following  datasets  are  based  on  the  52k  instructions

generated by the Alpaca team, with the modification

that the outputs are built by GPT-4 and Chinese in-

structions are translated by GPT-4.

InstructWild. The  latest  version  of  Instruction-

Wild⑨ contains over 110k high-quality user-based in-

structions.  The  data  is  constructed  using  ChatGPT

and  has  both  English  and  Chinese  versions.  In-

structWild collects instructions from various websites

including  Twitter,  GitHub,  Cookup.AI,  and  Discord.

It  does  not  use  LLM  to  generate  instructions.  The

pipeline  of  using  LLM  to  generate  responses  is  the

same as the Alpaca.

2) Comparison Data (Data with Rating/Feedback)
Using human feedback is a classic way of fine-tune

chat  models.  It  further  aligns  LLM with  human val-

ues and improves general LLM benchmarks like safe-

ty[32, 98].

LaMDA-FT. The goal for LaMDA fine-tune is to

increase the model quality, safety, and groundedness.

The three datasets used to train on these aspects are

binary labels to dialogues about sensible, specific, and

interesting,  binary  labels  to  dialogues  about  safety,
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⑧https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm, May 2024.
 

⑨https://github.com/XueFuzhao/InstructionWild, May 2024.
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and  human evaluations  to  model  responses  based  on

informativeness and groundedness.

InstructGPT and GPT-4. In addition to SFT, In-

structGPT  and  GPT-4  also  trained  a  reward  model

(RM) using human rating data, which is further used

in proximal  policy optimization (PPO) to select  out-

puts from a set of candidates. SFT, RM, and PPO to-

gether  form  the  three  steps  of  the  fine-tune  process:

supervised  training  using  labeled  data,  training  re-

ward model, and using outputs from the reward mod-

el in reinforcement learning.

BeaverTails. BeaverTails[98] is  an  annotated

dataset  and  the  base  data  type  is  QA  pairs.  It  has

two versions. BeaverTails-30k assigns each QA pair to

one  crowdworker,  whereas  Beaver-330k  assigns  each

QA pair  to  multiple  crowdworkers  and  receives  3.34

annotations for each pair on average. The dataset has

been used to train Safe-RLHF, which shows improve-

ment in safety compared with the baseline model, Al-

paca7B.

OpenAssistant. OpenAssistant[99] is  a  human-cre-

ated and human-annotated corpora with over 10k ful-

ly annotated conversation trees.

LLaMA-GPT4. The comparison data is composed

of  ratings from GPT-4 to its  own response.  The rat-

ings are from 1 to 10. The team also let GPT-4 rate

the responses generated by other models as a compar-

ison.

3) Conversation
Recently, online conversations are also used as ef-

fective fine-tune data as presented by models like Vi-

cuna[34].  Compared  with  the  first  two  types  of  data,

using conversation is not a common fine-tune method.

ShareGPT. ShareGPT.com is a website that con-

tains  interesting  dialogues  with  ChatGPT  shared  by

customers.  The  Vicuna  team  uses  fine-tune  LLaMA

using  conversation  data  from  this  website  and  gets

good results after evaluating using GPT-4.

OpenAssistant.  OpenAssistant  is  a  dataset  based

with  over  161k  messages.  It  contains  multiple  lan-

guages and is dominated by English and Spanish. 

3.2.2    Considerations About LLM Synthetic Data

Unlike  pre-train  datasets  that  are  gathered  using

similar  ways,  fine-tune  datasets  are  produced  from

various  methods  that  bring  some  inner  thoughts.

LLM  investigators  need  to  carefully  examine  those

different methods when considering what data should

be used in models.

The  process  of  collecting  human-construct  fine-

tune data is empirically challenging[100, 101]. As most of

the teams cannot gather pure human-labeled data, us-

ing  LLM is  now  a  widely  adopted  method  to  gener-

ate  instruction-following  data[51] and  comparison

data[45].  This  method faces  several  problems that  are

worth considering:

1) Knowledge Distillation.  Researchers can choose

various  LLMs to  generate  data,  and surely  there  are

some  differences  between  using  pre-train  LLMs  and

fine-tune  LLMs.  Although  using  fine-tune  LLMs  like

ChatGPT  offers  great  performance[34],  it  is  doubted

whether  they  are  distilling  knowledge  from  those

models  to  their  models[102, 103].  A  potential  threat  of

this problem is that the newly created fine-tune mod-

el  has  no  improvement  of  intrinsic  abilities  as

LLMs[104]. Instead, it relies on and inherits traits from

the  existing  fine-tune  models  that  are  trained  based

on human-produced data[102]. To solve this problem, a

current study proposes a new framework with almost

no dependency on the teacher model[105].

2) Comparison Data Quality.  Using LLM to gen-

erate comparison data requires the model to find the

disadvantages of outputs and rank the outputs fairly.

Recent  studies  show  that  state-of-the-art  LLMs  can

self-refine  and  self-verify[106, 107],  which  reflects  that

LLMs have a certain level of introspection, but there

is still a noticeable deficiency between them with the

self-knowledge  level  of  human[108].  The  fairness  of

LLMs  is  also  under-challenged  as  they  might  suffer

from problems like positional  biases[109].  As the abili-

ty  of  LLMs  as  evaluators  is  not  certain  yet,  re-

searchers  should  consider  the  potential  problems  of

using LLMs as evaluators to produce comparison da-

ta.

3) Prompt Engineering.  Using the LLM synthetic

data also requires a careful choice of prompts that in-

struct LLM to produce instructions (optional), inputs

(optional), and outputs. Recent studies show that dif-

ferences in the narrative of the prompt may result in

different  model  outputs[110, 111].  The  main  method  of

generating  instructions  is  to  give  the  LLM some  ex-

amples  and  then  let  it  generate  a  series  of  instruc-

tions,  and  there  are  various  ways  to  narrate  it.  Re-

searchers need to think about how to narrate to get a

good  result.  The  Stanford  Alpaca  team  recommends

using explicit prompts as it will  make the data more

diverse. 

3.2.3    Data Usage

This subsection gives brief guidance on how to use
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the  existing  datasets  in  the  fine-tune  process  as  well

as some points that are worth considering when con-

structing  new  fine-tune  datasets  or  using  existing

datasets.

1) Fine-Tune Methods
There  are  two  typical  ways  of  fine-tuning  a  chat

model.  Since this  paper  focuses  on data,  it  only pro-

vides  a  brief  description  of  the  pipeline  of  the  train-

ing  method  and  suggests  some  datasets  that  can  be

used in these pipelines.

Instruction-Tuning. Introduced  by  InstructGPT,

instruction-tuning  is  now  a  popular  method  of  fine-

tuning chat models. A formal task in instruction tun-

ing  has  three  parts:  instruction,  input,  and  output.

The tasks are then sent to pre-train LLMs for super-

vised  learning.  Instruction-following  data  can  be  cre-

ated  from  different  methods,  including  formatting

conversation and LLM synthesis[112].  Vicuna uses 70k

conversations  from  SharedGPT.com  and  gets  90%

ChatGPT  quality  according  to  GPT-4.  Similarly,

OpenAssistant  and  Dolly  also  get  good  performance

using conversation data. LLM synthesis data is anoth-

er  efficient  way for  constructing  instruction-following

data. Well-known chat models like Alpaca and GPT-

Self-Instruct  all  use  LLM-constructed  instruction  da-

ta in their fine-tune process.

Supervised  Training/Reward  Model. Using  hu-

man-labeled text data to perform supervised training

is  also  a  typical  way of  fine-tuning  a  chat  model.  In

LaMDA-FT,  researchers  constructed  three  datasets

with  binary  labels  to  improve  the  model's  quality,

safety,  and  groundedness.  After  this,  InstructGPT

and  some  other  LLMs  show  promising  results  using

Reinforcement  Learning  from Human Feedback (RL-

HF),  which  is  used  to  train  reward  models[112].  Al-

though  the  importance  of  RLHF  is  generally  admit-

ted, it is hard for researchers to operate in reality due

to the difficulty of gathering human-rated data. This

paper  introduces  two  existing  open-sourced  human-

rated  datasets,  BeaverTails[98] and  OpenAssistant[99],

to support public researchers training reward models.

2) Dataset Creation and Usage
Previous  work  pointed  out  that  the  two  direc-

tions  of  fine-tuning  chat  models  are  expanding  task

diversity and offering human reflections[95].  This part

discusses  strategies  for  creating  and  using  datasets

from  these  two  aspects,  as  well  as  the  quantity  of

fine-tune data.

A traditional way of creating fine-tune data is just

gathering data from human beings.  However,  as sug-

gested by GPT Self-Inst, pure human-generated data

may  suffer  from  the  potential  bias  from  human  be-

ings and hurt the overall task diversity[51]. One of the

explanations for this is humans are struggling to pro-

duce  highly  complex  instructions,  but  machines  can

be  tuned  to  generate  data  with  various  complexity

and thus perform better on a wide range of tasks[113].

The  advantage  of  pure  human-generated  data  is  its

reality,  in  other  words,  accuracy.  A  recent  study

points out the accuracy-diversity trade-off and the au-

thors  suggested  that  they  improved  the  performance

by using both human-generated data and LLM-gener-

ated data[114]. Thus when constructing fine-tune data,

researchers  might  want  to  include  both  human  data

and LLM synthetic  data  in  their  training  set.  Align-

ment  with  human value  is  another  essential  point  of

fine-tune  datasets,  and  a  promising  way  to  achieve

this is to use the RLHF method[112].

Regarding the scaling law of fine-tune, the dataset

in  this  step  is  commonly  agreed  to  have  a  much

smaller  data  size[115].  The  relation  between  fine-tune

data  size  and  model  performance  has  been  studied

several times (e.g., studies about data size and model

probing  performance  for  BERT[116],  and  influence  of

the  number  of  instruction  tasks  to  model  scaling  up

to  1.8k  data[117]).  However,  none  of  them reflects  in-

formation  about  today's  state-of-the-art  models  due

to  the  different  model  architectures  (decoder-only

transformers) and the limited amount of fine-tune da-

ta  (the  amount  of  instruction-following  fine-tune  da-

ta  used  today  is  52k  in  Alpaca  and  LLaMA-GPT4).

The relation between the data size and the number of

parameters  for  optimal  performance  in  the  fine-tune

process is unclear now, but researchers can gain an in-

sight  by  comparing  the  fine-tune  data  size  used  for

the Vicuna model and the data size for Alpaca (they

are both fine-tuned on LLaMA and give different re-

sults).

Vicuna-13B uses more than 10 times of data com-

pared  with  Alpaca-6B  and  outperforms  it  on  many

benchmarks (Fig.7). This implies that fine-tune chat-

ting models may perform better when having a larger

model size and data size. 

4    Visual Case

This  section  provides  a  brief  pipeline  with  visual

cases of training LLMs from an autoregressive model

to chatbot, focusing on the aspect of data usage. 
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4.1    Pre-Train Step

The  goal  of  the  pre-train  process  is  to  get  a  de-

coder  model  that  has  the  ability  to  perform  general

NLP  tasks  like  text  generation.  Before  constructing

the dataset, there are several points worth to consider.

1) Language.  Recently,  most  of  the  pre-train

datasets  are  English  (as  shown  in Fig.8).  Thus  it  is

important  to  contain  some  multilingual  datasets  if

you want your model to perform tasks not in English.
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Fig.8.  Proportions of websites using different languages⑩ (May
2024).
 

2) Domain.  As described in Subsection 3.1.2, pre-

train  LLMs  have  a  general  expectation  to  perform

well on domain-specific tasks if they have that knowl-

edge in their pre-train dataset. Thus if you want your

pre-train LLMs to perform well on a specific domain,

you  may  want  to  include  the  data  in  the  pre-train

dataset.

After  that,  the  training  set  can  be  constructed

through the following two steps.

1) Data Preparation. When gathering datasets, re-

member to ensure the cleanness and diversity of data.

To  achieve  this  goal,  you  need  to  combine  large

datasets  containing  web  texts  with  high-quality

datasets  together.  For example,  you can combine C4

and  English  Wikipedia  together  as  training  corpora.

The large C4 dataset ensures the diversity of pre-train

data as a web dataset, and English Wikipedia can in-

crease  the  overall  cleanness  of  datasets[39].  Based  on

your  purposes,  you  can  also  include  other  multilin-

gual  and  domain-specific  datasets  like  the  medical

subset in the Pile. To further refine the dataset, you

can include books and coding data, as they have been

used  to  enhance  chain-of-thought  and  coherence  in

previous studies[52, 65].

2) Data  Augmentation.  A  common  strategy  used

in pre-train is to change the weights of different cate-

gories  of  data  by  repeating  important  and  less  high-

quality data[30, 32]. For example, you can augment the

Wikipedia  subset  since  Wikipedia  is  a  high-quality

dataset but is small in size. This improves the overall

quality  of  the  pre-train  dataset.  Researchers  have

been concerned about the overfitting problem of pre-

train  models  on  high-quality  data,  but  this  is  then

considered  as  a  necessary  exchange  for  better

output[30]. 

4.2    Fine-Tune Step

For  a  fine-tune  model,  you  can  use  both  instruc-

tion-tuning  and  RLHF techniques  so  that  the  model

is capable of answering diverse questions with aligned

human  values.  The  training  set  can  be  constructed

through the following two steps.

1) Instruction  Data.  Let  us  mix  LLM-generated

and  manually  created  data  to  form  our  instruction-

following dataset for better performance[114]. The LLM

synthetic  data  enriches  the  diversity  of  instruction

datasets, which is then useful for fine-tune models to

perform  various  tasks.  The  existing  LLM  synthetic

datasets  like  LLaMA-GPT4  can  be  used.  Besides,

LLM  synthetic  data  can  be  created  using  existing

well-performed LLMs like GPT-3.5.

2) Comparison Data.  The RLHF technique needs

some  data  with  human  ratings  to  train  the  reward
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model. This allows the model's outputs to align with

human  values[112].  The  comparison  data  can  also  be

LLM  generated  or  manually  created.  Different  con-

struction  methods  of  comparison  data  can  result  in

similar performance. 

5    Problems and Trends

Previous  sections  of  this  paper  summarize  the

datasets  used  in  LLM  training  and  provide  a  brief

analysis regarding the datasets' content and their re-

lation  with  the  models.  This  section  will  first  offer

some  comments  regarding  the  current  problems  and

then point out the possible  trend of  developments of

LLM datasets.

Labor cost  is  a  problem faced by all  public  LLM

researchers and developers. They are actively shifting

their  eyes  from  costly  human-instruction  to  the

cheaper “LLM-instruction”. 

5.1    Under-Performance on Non-English

Data

One problem exists in current LLM datasets is the

lack of multi-language corpora. As shown in Table 1,

most of the pre-train datasets are composed primari-

ly in English because it is the dominant language for

many websites. Fig.8 also shows that the English da-

ta has a significant proportion in NLP corpora⑪.

As a result, some models trained on those English

datasets can perform well on English tasks but not on

jobs  in  other  languages.  For  example,  ChatGPT  as

one of the most powerful LLM performs significantly

worse  than  mT5[118] in  multilingual  tasks[119],  and  it

has  worse  performance  on  non-English  text  interpre-

tation comparatively[1].  This  doubts the reasonability

of  using  or  fine-tuning  a  model  trained  by  English

corpora to perform tasks in other languages.  Though

there  is  an  increasing  number  of  large  datasets  con-

taining non-English corpus these days (e.g., [53, 120])

and some researchers are working on producing open-

sourced  multilingual  models  (e.g.,  [36]),  the  big  gap

between the number of corpora in English and in oth-

er languages can hardly be solved in a short time. As

a result, English LLMs will dominate the community

for  a  long  time,  and  fine-tuning  pre-train  LLMs  in

other languages will not give researchers ideal perfor-

mance. 

5.2    Lack of Open-Sourced Professional

Content

Another  obstacle  is  that  open-sourced  pre-train

datasets  cannot  support  LLM  developers’ increasing

demands for professional content. From 2020 to 2023,

pre-train  models  started  to  include  professional  con-

tent  that  benefits  specific  downstream tasks,  such as

math and code. Table 5 shows that from May 2020 to

March 2023, there were more domain-specific data in-

cluded  in  the  pre-train  datasets  for  LLMs.  This  is

probably because including domain knowledge can en-

hance  the  language  model's  performance  in  the  ex-

pected  downstream  tasks[121].  The  open-sourced  pro-

fessional data with high quality is limited, which can

hardly  support  this  increasing  demand.  It  is  worth

noting  that  facing  this  challenge,  OpenAI  chooses  to

receive  help  from  third  parties  to  enlarge  their  pre-

train dataset[33].
 
 

Table  5.    Timeline of Data for Pre-Train LLMs

Model Time Data

GPT-3[30] May 2020 General

Gopher[40] Dec. 2021 General, code

LaMDA-PT[32] Jan. 2022 General, dialogue, code

PaLM[49] Apr. 2022 General, dialogue, code

OPT[88] May 2022 General, dialogue, math

LLaMA[39] Feb. 2023 General, code, ArXiv, dialogue∑
PanGU- [122] Mar. 2023 General, domain data, code

Note:  General  data  includes  data  from  webpages  (including
Wikipedia and news) and books.
 

5.3    Difficulty  for  Public  Chat  Models  to

Catch up with Industry Models

Regarding Fine-Tune Methods

The  confidentiality  of  industries'  fine-tune  meth-

ods  is  always  a  problem faced  by  public  researchers.

The  data  construction  methods  of  most  chat  models

mimic  the  methods  of  industry  models.  From  LaM-

DA-FT to  ChatGPT,  the  data  collection  method for

fine-tune models keeps updating in industries. In con-

trast,  most  public  researchers  are  imitating  instruc-

tion-following data (e.g., [123–126]) because of its suc-

cess in InstructGPT[31].

This  imitation  is  reasonable  because  most  public

researchers  or  academic  institutions  are  incapable  of

supporting experiments of collecting data creatively in

training  LLMs.  The  development  of  LLMs  relies  on
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huge  computing  resources[127],  which  can  be  hardly

achieved by individual or non-profit researchers. How-

ever, imitation may let private (industry) models con-

tinuously  leave  behind  public  models.  It  has  been

shown that data collection is an important step to im-

prove AI chatbots' performance given this is the only

change  in  the  fine-tune  method from InstructGPT[31]

to  ChatGPT,  and  the  top  up-to-date  chat  models

tend to not reveal their latest method of constructing

training  set  according  to  our  statistics  as  shown  in

Table 6.
 
 

Table   6.      Timeline  of  Construction  Methods  for  Fine-Tune
Data

Model Time Method

LaMDA-FT[32] Jan. 2022 Labeled dialogue-turns

InstructGPT[31] Mar. 2022 Instruction-following data

ChatGPT Nov. 2022 Instruction-following data
mixed with new dialogue
dataset (no clear description)

Bard⑫ Feb. 2023 No-description

GPT-4[33] Mar. 2023 No-description

Claude Mar. 2023 No-description

Claude2⑬ Jul. 2023 No-description

 

Thus  public  researchers  can  hardly  get  compara-

ble models merely by imitation like before (e.g., GPT

Self-Inst[51] gets  comparable  performance  as  Instruct-

GPT[31]). Several evaluations suggest that public chat

models fine-tuned using instruction data cannot com-

pete  with  models  using  novel  data  collection

methods[128, 129].  Thus  a  potential  problem  in  the  re-

search  community  is  that  the  development  of  public

models is restricted by the data collection method re-

vealed  by  private  models,  and  cannot  catch  up  with

industry models in performance.

Besides,  many  open-sourced  fine-tune  models  use

knowledge  distillation  to  get  good  performance  at  a

low cost  (e.g.,  [34, 45])  through the  help  of “teacher

models” (models  used  to  generate  fine-tune  data).

This method is challenged by the idea that the result-

ing  model  cannot  exceed  its “teacher” in

performance[102].  Since  those  teacher  models  are  nor-

mally  private  models  produced  by  industry,  these

public  models  fine-tune  through  knowledge  distilla-

tion  cannot  get  competitive  performance  as  industry

models. 

5.4    Increasing  Ethical  Concerns  Raised  in

LLM Training

Firstly,  problems related to the privacy,  security,

and  fairness  of  existing  corpora  are  increasingly

awared  by  the  public.  A  large  proportion  of  data  is

grabbed  from  the  Internet,  which  might  offend  per-

sonal data privacy. There is also a lot non-opened da-

ta  that  is  doubted  that  whether  it  is  gathered  in

proper  ways.  Regarding  the  security  and  fairness  of

data,  corpora  may  contain  bias,  harmful,  or  poi-

sonous  language  even  after  filtering  by  the  original

unfairness  or  possible  intentional  data  poisoning  at-

tack. These are also big problems in model usage. For

example,  conversations  between  someone  and  the

model  may  be  included  in  the  training  set  and  will

appear  in  another  person's  conversation  when  he  or

she  uses  the  model,  and the  model  may produce un-

safe output when the user intentionally provides poi-

sonous  inputs.  Researchers  are  now  actively  finding

method to solve the problems related to fairness and

security  of  datasets.  One  effective  method  is  red

teaming.  Basically,  red  teaming  the  model  refers  to

the  process  of  mimicking  the  poisonous  conversation

in reality to discover and reduce the possible harmful

outputs[130].  This  method  has  been  used  in  the  pro-

duction of BeaverTail[98].

Besides,  LLM  has  the  property  that  the  model

will perform better as if there is more investment[127].

Nowadays  LLM  pre-train  needs  a  great  amount  of

computing/hardware  resources.  This  prohibits  indi-

vidual or public researchers from training the state-of-

the-art  models  independently.  Another concern relat-

ed  to  this  problem is  the  negative  environmental  in-

fluence due to high energy consumption[131]. 

5.5    Increasing Research Interests in

LLM-Generated Data

Aside from the problems, there is a trend in LLM

dataset  development  that  public  researchers  are  in-

creasingly focusing on LLM-generated data, instead of

human-instruction data. The key datasets used in the

fine-tune  process  of  GPT  and  other  models  having

great performance are produced by human labelers. It

needs  huge  investment  which  is  not  achievable  for

public  researchers  and  most  academic  institutions.

Given  this  background,  skipping  the  heavy  labor  in
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the fine-tune process is now an attractive topic. Many

researchers tend to use a more affordable way to con-

struct  data,  which  adopts  help  from  LLM[132, 133].

To visualize the trend of popularity, this part counts

and  visualizes  (Fig.9)  the  number  of  papers  in  the

ArXiv  hub  discussing  the  usage  of “self-instruct” in

language  models,  which  is  one  of  the  famous  strate-

gies to reduce the cost of labor[51].
 
 

O
c
t-

2
2

N
o
v
-
2
2

D
e
c
-
2
2

J
a
n
-
2
3

F
e
b
-
2
3

M
a
r -

2
3

A
p
r-

2
3

M
a
y
-
2
3

J
u
n
-
2
3

J
u
l -
2
3

A
u
g
-
2
3

S
e
p
t -

2
3

O
c
t-

2
3

N
o
v
-
2
3

D
e
c
-
2
3

Time

1 1
2 2

11

01

44
3

9

15

10

5

0

N
u
m

b
e
r 

o
f 
P
a
p
e
rs

Fig.9.  Number of papers searched by “self-instruct” and “lan-
guage model” in the ArXiv repository.
  

6    Conclusions

This  paper  summarized  and  discussed  pre-train

and fine-tune datasets  used in nowadays popular  de-

coder-only  pre-train  models  and  fine-tune  chat  mod-

els,  along with  brief  introductions  of  the  background

knowledge  including  data  operation  and  usage.  The

paper  then  provided  a  visual  case  for  researchers  to

better understand and figure out problems and possi-

ble trends about LLMs.

The limitation of this paper is that it only focuses

on datasets and does not discuss the performances of

the  models.  In  the  future,  we  would  like  to  examine

how  differences  in  datasets  influence  model  perfor-

mances. Some topics we are interested in include trac-

ing the influences of different datasets in the pre-train

dataset  by  evaluating  the  model  performance,  and

how different  data  construction  methods  in  the  fine-

tuning  process  influence  the  model's  chatting  perfor-

mance. 
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